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Chapter 1

Introduction

Hadrons and quarks

In the 1960s and early 1970s it was discovered that Hadrons (protons, neutrons, pions. . . )
are composite particles, composed of quarks: spin 1/2 particles with non-integer electric
charges. In Chapter 2 we will briefly review the evidence for this picture.

QFT and QED

A consistent description of relativistic quantum processes is given by Quantum field
theory: the Hamiltonian of the theory is constructed in terms of field operators Φ(x),
which create or destroy particles/antiparticles at the space-time point x = (t, ~x).

The relativistic QFT describing electromagnetic interactions of electrons, positrons
and other charged particles is called Quantum Electrodynamics (QED). It combined
the quantized Maxwell theory with the Dirac equation describing relativistic spin 1/2-
particles. The excitations of the quantized electromagnetic field are called photons.

The description of scattering process in QFT in perturbation theory can be described
in terms of Feynman diagrams. The Feynman rules give a precise description to
translate the diagram

e−(p1)

e+(p2)

µ−(k1)

µ+(k2)

to a mathematical expression for the scattering e−e+ → µ− → µ−. The basics of QFT,
QED and Feynman diagrams are reviewed in Section 3.2.

QCD: theory of quarks and gluons

Quantum Chromodynamics (QCD) is the theory describing the strong interactions among
quarks. Its mathematical structure is an extension of QED. Similar to QED, where the
electrodynamic interactions are described by an exchange of photons, in QCD the strong

9



10 CHAPTER 1. INTRODUCTION

interactions of quarks is described by the exchange of gluons, massless spin-1 particles, as
the photons. As QED, QCD is a gauge theory, i.e. the Lagrangian is invariant under
gauge transformations. The analog of the electric charge is a quantum number called
colour. Whereas photons are not electrically charged, gluons also carry colour quantum
numbers, so they are self-interacting. The basics of QCD and the Feynman rules are
discussed in Chapter 4

QCD and LHC physics

The theoretical description of any scattering process at a hadron-hadron collider, such as
the Tevatron running until 2012 at Fermilab near Chicago or the Large Hadron running
at CERN in Geneva since 2010, requires to calculate cross sections in QCD. Typical pro-
cesses involve the production of jets, collimated collections of hadrons arising from the
hadronization of quarks or gluons. In the quark-parton model, one important ingredient
for the prediction of jet production are the “partonic cross sections” for quark and gluon
production. Examples for the simplest case of dijet-production will be given in Chapter ??.

Multi-parton scattering amplitudes

At LHC, cross sections for processes with a large number of jets can be measured, see
Figure 1.1. In principle, the calculation of scattering amplitudes for such processes using
textbooks methods is possible, but made impractical by the rapidly growing number of
Feynman diagrams:

1 diagrams

3 diagrams

+ . . . 15 diagrams

105 diagrams 945 diagrams

Since the mid-1980s, methods for the calculations for such amplitudes have been devel-
oped. These will be the focus of Part II.

• The use of spinor methods to compute amplitudes with a fixed assignment of helicities
of the external particles. For a class of amplitudes involving an arbitrary number
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of gluons (so-called “maximally helicity violating” amplitudes), a simple-one-line
formula was conjectured by Parke/Taylor (1986)

|A(g+
1 . . . g

−
i , . . . g

−
j . . . g

+
n )|2 ∼ (pi · pj)4

(p1 · p2)(p2 · p3) . . . (pn · p1)
(1.1)

• The Parke-Taylor formula was proven by a recursive construction (Berends/Giele
1987) where sub-diagrams appearing in many diagrams are computed only once:

+ + =

+ + =

Such a recursive construction can be efficiently implemented in a computer program
and is used for most of the theoretical predictions compared to the experimental
results in figure 1.1.

• More activity in the field of multi-parton scattering amplitudes was triggered in
2003 by a paper by Witten exploring the formal structure of scattering amplitudes
and relations to twistor and string theory. This led to several new alternative con-
structions of scattering amplitudes: one method using the MHV amplitudes (1.1) as
building blocks, and one method constructing scattering amplitudes recursively from
on-shell scattering amplitudes with fewer legs (in contrast to Feynman diagrams or
the Berends/Giele relations where the internal legs are off-shell).

NLO calculations

For reliable predictions of cross sections, at least the next-to-leading order in perturbation
theory in QCD has to be computed, corresponding to Feynman diagrams with a closed loop.
This requires methods for the computation of the resulting integrals, including regulariza-
tion of divergences in intermediate steps and renormalization to absorb the divergences
in relations among observable quantities. The renormalization group allows to relate
observables at different scales. In recent years alternatives to Feynman diagrams have been
developed, so called unitarity methods that allow to compute Loop amplitudes in terms
of tree-level amplitudes. These topics are discussed in Part III.

Remarks on the lecture

Part I and the first chapters of Part III contain topics that are usually discussed in a lecture
on QCD and collider physics, and also contain a brief review of QFT, QED and Feynman
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Figure 1.1: Experimental results for the production of a W boson in association with Njets

jets from the ATLAS experiment at the LHC. Taken from http://arxiv.org/abs/arXiv:

1409.8639

diagrams. The methods introduced in Part II are usually not discussed in introductory
lectures, but have become an important ingredient of research in QCD in the last 10 years.
A very recent textbook that covers most of the contents of the lecture is [1], which also
contains a didactic introduction to the basics of Quantum Field Theory. The conventions
in Quantum field theory used here mainly follow [2]. An interesting introduction to QCD
can be found online in the lecture notes [6] and a useful book on the basics and applications
of QCD is [7]. Lecture notes on the more recent developments in QCD are also available
online [8, 9]. More advanced extensive reviews are also available focusing on NLO calcula-
tions [10] or applications to supersymmetric theories [11] and also contain useful material
for the lecture. One part of a usual lecture on QCD that cannot be covered here is the
proper quantization, which requires to introduce the path- (functional) integral method.
Here the results are quoted in Chapter 4.

http://arxiv.org/abs/arXiv:1409.8639
http://arxiv.org/abs/arXiv:1409.8639
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Parton Model and QCD

13





Chapter 2

Quarks and colour

In this chapter we give a brief overview over the evidence for quarks and the colour quantum
number. See e.g. [7] for a similar discussion.

2.1 Hadrons and quarks

Hadrons and the strong interactions

• In an attempt to model the strong interactions of protons and neutrons in analogy
to QED, the spin zero charged and neutral pions were proposed as messenger
particles by Yukawa in 1935, and experimentally discovered in 1947. Since the strong
interaction is short-ranged, the pions are massive (mπ0 = 135 MeV, mπ± = 139 MeV.
However, a successful QFT for the strong interactions could not be constructed.

• Subsequently more mesons (integer spin) and baryons (half-integer spin) were
discovered, e.g. Kaons:(K±, K0, K̄0, mK ∼ 490 MeV, discovery 1947), rho mesons
(ρ0, ρ±, spin 1, mρ = 770 MeV, discovery 1961), ∆ baryons (∆++, ∆+, ∆0, ∆−, spin
3/2, mass m∆ ∼ 1.2 GeV.

⇒ “Particle zoo”

• Classification by “isospin” and “strangeness” (I, S) (e.g. p: (+1
2
, 0), n = (−1

2
, 0),

π±,0: (±1/0, 0), K±: (±1
2
,∓1), K0: (−1

2
,−1), K̄0: (1

2
, 1) )

Quark Model

• Gell-Mann, Ne’eman, Zweig (1961-64) classified the hadron spectrum and proposed
that hadrons are composed of spin 1/2 quarks with fractional electric charges:

u(I = +1
2
, S = 0, Q = 2

3
), d(−1

2
, 0,−1

3
), s(0,−1− 1

3
), (2.1)

15
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• In the quark picture, baryons (proton, neutron, ∆,. . . ) are composed of three quarks:

|p〉 ∼ |uud〉 |n〉 ∼ |udd〉 (2.2)

• Mesons (pions, kaons,. . . ) are composed of quark-antiquark pairs:

|π+〉 ∼ |ud̄〉 |π−〉 ∼ |dū〉 |π0〉 ∼ |dd̄〉 − |uū〉 , (2.3)

|K+〉 ∼ |us̄〉 |K−〉 ∼ |sū〉 |K0〉 ∼ |ds̄〉 |K̄0〉 ∼ |sd̄〉 (2.4)

• The observed hadron masses can be explained by assuming u, d, s are approximately
mass-degenerate, treating the mass splitting ms−md/u as a perturbation. This allows
the classification of hadrons into approximate SU(3) multiplets.1

• The quark model allowed the prediction of “missing” states such as the |Ω−〉 ∼ |sss〉
spin 3/2 baryon, subsequently discovered 1964.

• no free quarks are observed in nature⇒ confinement hypothesis: interaction among
quarks is so strong, that quarks are always bound together.

• Subsequently: discovery of charm, bottom and top quarks:

Q, m

d : −1
3
, 5MeV

u : +2
3
, 2.5MeV

s : −1
3
, 100MeV

c : +2
3
, 1.3GeV

b : −1
3
, 4.7GeV

t : +2
3
, 173.3GeV

(2.5)

All quarks apart from the u and d quarks are unstable and decay to lighter quarks.

2.2 Parton Model

Deep inelastic scattering

Electron proton scattering:

γ(q)

P (p)

e−(k)

P (p′)

e−(k′)

1Historically, this classification was performed before the quarks were postulated. The “flavour SU(3)”
of the hadron spectrum should not be confused with the colour-SU(3) discussed below.
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Usually parametrized by momentum transfer Q2 and energy transfer ν

Q2 = −q2 ≡ −(k − k′)2 ν = k0 − k′0 ≡ E − E ′ (2.6)

In the restframe of the initial-state proton, the proton four-momentum is

pµ =
(
mP , 0, 0, 0

)
(2.7)

Energy conservation determines the energy of the final-state proton as

p
′0 = mP + E − E ′, (2.8)

Using four-momentum conservation gives for the momentum transfer

Q2 = −(p− p′)2 = 2p · p′ −m2
P − p′2 = 2mPν + (m2

P − p′2) (2.9)

For elastic electron-proton scattering p′2 = m2
P so that the Bjorken variable

x =
Q2

p · q
=

Q2

2mPν
(2.10)

is equal to 1.
Experimentally, a different behaviour of the scattering cross section is observed depend-

ing on momentum transfer:

Elastic scattering: Q2 . .01 GeV2: The scattering cross section is modified compared to
that of the scattering of an electron off a point-like spin one-half particle. This can
be described in terms of formfactor depending on Q2/Λ2 with Λ . 1 GeV. The
formfactor is related to the Fourier-transform of the charge distribution. Therefore
the momentum scale Λ implies a finite proton radius ∼ 1 fm.

Inelastic scattering: Q2 & 0.1 GeV2 The energy is high enough to produce new parti-
cles, e.g. e−P → e−Pπ0, e−P → e−∆+ → e−Nπ+,

Deep inelastic scattering: Q2 > 1 GeV2 For very high energies the proton is disinte-
grated completely by the scattering and a large number of hadrons is produced. In
this case we are interested in the “inclusive” cross section for the process

e−p→ e−X

where X denotes the complete hadronic final state.

P (p)

e−(k)

X(p′)

e−(k′)
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In this case p′2 = m2
X 6= m2

P so that the Bjorken variable satisfies

0 < x =
Q2

2mPν
= 1 +

m2
P −m2

X

2mPν
≤ 1 (2.11)

The ratio x can be measured just from knowledge of the electron energies and the
scattering angle θ = ∠(~p, ~p′) since

Q2 = 2k · k′ = 2EE ′(1− cos θ2) = 4EE ′ sin2 θ

2
(2.12)

• The observed cross sections for DIS showed no prominent resonances as for
inelastic scattering at smaller Q2 but a continuum similar to scattering from a
point-like particle.

• This was interpreted by Bjorken/Paschos (1969) and Feynman (1972) assuming
the proton consists of light, quasi-free particles, called partons. Subsequently
the partons were identified with the quarks and gluons.

Parton distribution functions

In a reference frame where the proton moves at a high energy so that the proton mass can
be neglected (the so-called infinite momentum frame), the proton momentum can be
approximated as pµ = p(1, 0, 0, 1). In this frame the parton i carries momentum

pµi = ξip
µ (2.13)

One introduces the probability to find a quark with momentum fraction ξi in the interval
ξi + dξi as

fi(ξi)dxi (2.14)

where fi(ξx) is the so-called parton-distribution function for parton i in the proton.
The on-shell condition of the scattered quark,

p2
i = (pi + q)2 (2.15)

implies
2pi · q = 2ξi p · q = −q2 = Q2 (2.16)

This determines the momentum fraction of the parton in the proton in terms of the Bjorken
variable:

ξi =
Q2

2(p · q)
= x (2.17)

The cross section for DIS is written in the parton model as a incoherent sum over
“partonic cross sections”

σ(e−p→ e−X) =

∫ 1

0

dx
∑
i

fi(x) σ̂(e−qi → e−qi) (2.18)

where the sum is over the quark flavours i. At leading order, only the quarks are relevant
for DIS, since the gluons are not electrically charged.
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• In the naive parton model, the PDFs depend only on x, and on no dimensionful
quantity (for instance not on the proton radius). This property was observed to be
approximately satisfied in the first DIS experiments.

• In the full QCD treatment, the PDFs depend also on the scale Q2 of the process, in
agreement with experiments.

• The precise form of the cross section is also a test of the spin 1/2 nature of the quarks,
since the partonic cross section

DIS in the parton model is discussed in more detail in Chapter 5

2.3 Colour degree of freedom

Postulate of colour quantum number

The naive quark model has several problems, for example:

• it is not explained why only qqq and qq̄ states are observed .

• it led to difficulty describing the quantum numbers of some particles.

An example for the latter problem is given by baryons with three identical quarks, e.g. the
∆++:

|∆++〉 ∼ |uuu〉 (2.19)

• The Pauli principle implies that wave function of identical fermions must be anti-
symmetric under the exchange of two particles.

• The ∆++ is the lightest charge-2 state → it is expected to be in the ground state
without orbital angular momentum, so the position-space wave-function is symmet-
ric. (The vanishing orbital momentum is supported by the value of the magnetic
moment predicted in the quark model).

• The spin-wave function for a Spin 3/2 state is symmetric: |↑↑↑〉

⇒ postulate of additional quantum number “colour”: |qi〉, i = 1, 2, 3 (“red, green, blue”)

• The Pauli principle can be satisfied in the Baryon wave-functions are antisymmetric
in colour

|ψ〉 ∼ εijk |qi, qj, qk〉 (2.20)
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Colour-SU(3)

Since the colour quantum number is not observed, one expects that the interactions of
quarks are invariant under rotations in colour space,

|qi〉 → Ui
j |qj〉 . (2.21)

The matrices U are complex three-by three matrices since the wave-functions |qi〉 are
complex fields. We have introduced the convention to sum over equal upper and lower
indices as in relativity. Since symmetry transformations in QM are implemented by unitary
transformations2 we demand

U † = U−1 (2.22)

• The set of unitary N ×N matrices forms a group called U(N). A matrix in U(N)
has 2N2 −N2 = N2 independent, real, elements.

• The group of matrices that in addition have detU = 1 is called SU(N). A matrix in
SU(N) has N2 − 1 independent, real elements. Therefore an SU(3) transformation
is described by eight real parameters.

The matrices in U(3) and SU(3) are examples of a group G since they satisfy the axioms

• f, g ∈ G, there is a product ◦ such that f ◦ g = h ∈ G.

• The product is associative: f ◦ (g ◦ h) = (f ◦ g) ◦ h.

• There exists a unit element e ∈ G: e ◦ g = g ◦ e = g for all g ∈ G.

• For every element g ∈ G there is an inverse g−1 satisfying g−1 ◦ g = g ◦ g−1 = e.

Groups of noncommuting elements,
f ◦ g 6= g ◦ f (2.23)

are called non-abelian.

Confinement

The Baryon wave-functions (2.20) transform under colour rotations according to

|ψ〉 = εijk |qi, qj, qk〉 = εijkUi
i′Uj

j′Uk
k′ |qi′,qj′ , qk′〉 = detUεijk |qi, qj, qk〉 = detU |ψ〉 (2.24)

⇒ The baryon states are invariant under SU(3) transformations. They are called “colour
singlets”. This explains the name “colour” since a “white” object is obtained from
combining “red”, “green” and “blue” quarks.

• To explain the non-observation of free quarks, or of composite states other than the
baryons and mesons, one then postulates that only colour-singlets are observable, i.e.
coloured objects are always confined in colour neutral bound states. This property
should be explained by the theory of quark interactions. QCD is consistent with
confinement, although it has not rigorously proven yet

2anti-unitary transformations are also allowed but only relevant for the time conjugation transformation



2.3. COLOUR DEGREE OF FREEDOM 21

• In addition to the quarks with the transformation (4.2) , we have anti-quarks that
transform with the complex conjugate transformation.

|q̄i〉 → |q̄j〉 (U †)j
i

(2.25)

Objects transforming with the conjugate transformations are denoted with an upper
index.

• Colour-singlet wave-functions for meson (i.e. quark-antiquark) states are obtained by
contracting upper and lower indices using a Kronecker-delta:

|φ〉 ∼ δi
j |q̄iqj〉 → (U †U)k

l |q̄kql〉 = δk
l |q̄kql〉 (2.26)

Evidence of colour: e+e− → hadrons

The so-called R-ratio is defined as

R =
σ(e+e− → Hadrons)

σ(e+e− → µ+µ−)
, (2.27)

where σ(e+e− → Hadrons) is the total production cross section for hadronic final states in
electron-positron collisions. In a first approximation, the cross section σ(e+e− → Hadrons)
can be computed in terms of the production cross section of quarks, σ(e+e− → qq̄) in QED
(see Chapter 3). The production cross section of a quark-antiquark pair qq̄ is proportional
to the muon-production cross section up to the electric charge Qq and the multiplicity Nc

due to the colour quantum number:

σ(e+e− → qq̄) = NcQ
2
qσ(e+e− → µ+µ−) (2.28)

The experimental results [14] are compatible with the expectations for Nc = 3 colours:

ECM < 2.5 GeV: production of u,d,s quarks:

Rquark = Nc((
2
3
)2 + (1

3
)2 + (1

3
)2 = Nc

2

3
= 2

Rexp ≈ 2.2
(2.29)

4 GeV < ECM < 9 GeV: production of u,d,s,c quarks:

Rquark = Nc2((2
3
)2 + (1

3
)2) = Nc

10

9
= 3.33 . . .

Rexp ≈ 3.6
(2.30)

11 GeV < ECM < 90 GeV: production of u,d,s,c,b quarks:

Rquark = Nc(2(2
3
)2 + 3(1

3
)2) = Nc

11

9
= 3.66 . . .

Rexp ≈ 4
(2.31)
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• The systematic deviation Rexp/Rquark ≈ 1.1 is due to missing higher-order corrections
in perturbation theory that can be computed in QCD.

• For energies near ECM ∼ 2mq for any of the quark flavours, bound states can form
(e.g. the cc̄-bound state J/ψ, the bb̄ bound state Υ) and the description in terms of
the initial production of free, highly energetic quarks is not valid.

2.4 Towards QCD

To summarize the picture of hadron substructure and quarks obtained so far:

• hadrons are composed of quarks, which have electric charges +2
3
, −1

3
and a colour-

quantum number.

• interactions among quarks at low energies are so strong that only colour-singlet states
are observed as free particles.

• scattering at high energies (e.g. DIS and e+e− → hadrons) can be described in terms
of very light, quasi-free partons

To explain these features, the interaction of quarks must have some peculiar properties:

• it must couple to the colour quantum number

• it must be weak at high energies (“asymptotic freedom”) but very strong at low
energies (“infrared slavery”)

At the time when the quark model and the parton model were proposed, no known Quan-
tum field theory was in agreement with these properties, in particular QED has the property
to grow stronger at high energies. Also theories where the force among quarks is due to a
scalar particle were ruled out. The breakthrough was the discovery of Gross/Politzer and
Wilzcek (1973) that a class of theories is consistent with asymptotic freedom at NLO in
perturbation theory. These so-called “nonabelian gauge theories” or “Yang-Mills theories”
describe massless vector bosons (analogous to the photon) with self-interactions. There-
fore it was proposed that the interaction of quarks is carried by massless vector bosons
(“gluons”), that themselves carry colour quantum numbers. The theory called Quantum
Chromodynamics is invariant under SU(3) transformations, so it is a “SU(3) gauge the-
ory”.
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Figure 2.1: Experimental result for the cross section e+e− → hadrons and for the R-
ratio (10.112). Taken from [14].
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Chapter 3

Basics of QFT and QED

• Objective: describe scattering processes of relativistic particles

• Requires description consistent with quantum mechanics and relativity

• Relativistic one-particle states |m, p, s, . . .〉: characterized by

– mass m

– momentum ~p, energy E = p0
√
m2 + |~p|2

– “helicity” s = projection of spin on momentum

– other quantum numbers: electric charge, colour state...

The properties of relativistic one-particle states will be reviewed in Section 3.1

• A general prediction of the combination of relativity and quantum mechanics is the
presence of antiparticles: for every species of particles with mass m, electric charge
Q, there exists a species of antiparticles with identical properties, but charge −Q.
(e.g. positrons as antiparticles as electrons.) Historically, this was discovered because
it is impossible to consistently omit contributions to wavepackets with the negative
solutions E = −

√
m2 + |~p|2. These solutions can be re-interpreted as antiparticles

with positive energies. One can show in general that antiparticles are required in
order to satisfy causality in a relativistic quantum theory.

• Because of the existence of antiparticles, particle number is not a conserved quantum
number, e.g. processes like e−e+ → γ are possible. This is one of the reasons why
a naive extension of single-particle quantum mechanics to the relativistic case is not
consistent.

3.1 Quantum numbers of relativistic particles

Later on we will calculate scattering amplitudes in QCD for helicity eigenstates. Therefore
we here give an overview over the definition of helicity and the transformations of helicity

25
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states under Poincaré transformations. For more details see [4, 5]

3.1.1 Poincaré group

Quantum states of particles are characterized by their behaviour under Poincaré transfor-
mations. A general Poincaré transformation g is a combination of a Lorentz transformation
Λ and a space-time translation by a four-vector aµ:

g(Λ, a) : xµ → x′µ = Λµ
νx

ν − aµ. (3.1)

The homogeneous Lorentz transformation Λ is defined by the condition

gµνΛ
µ
ρ Λν

σ
!

= gρσ (3.2)

Lorentz transformations can be constructed by successive infinitesimal transformations

Λµ
ν(δω) = δµν + δωµν + . . . . (3.3)

The condition for a Lorentz transformation becomes

gµνΛ
µ
ρΛ

ν
σ = gµν(δ

µ
ρ + δωµρ)(δ

ν
σ + δωνσ) + . . .

= gρσ + δωσρ + δωρσ + . . .
!

= gρσ,
(3.4)

so that the δω are antisymmetric:

δωσρ = −δωρσ. (3.5)

Since antisymmetric four-by-four matrices have six independent entries, this shows that
Lorentz transformations can be parametrized by six parameters, consistent with the dis-
cussion above. To use the antisymmetry of the δωσρ we have to lower one index in (3.3)
so we can write this expression as

Λµ
ν(δω) = δµν + δωαβ g

αµ δβν ≡ δµν −
i

2
δωαβ(Mαβ)µν , (3.6)

with the generators of infinitesimal Lorentz transformations

(Mαβ)µν = i(gαµδβν − gβµδαν ). (3.7)

The generators of rotations and boosts can be identified as

Ki = M0i , Jk =
1

2
εijkM ij , (3.8)

for instance J3 = M12. A finite transformation can be constructed by exponentiation:

Λ(ω) = exp

(
− i

2
ωαβM

αβ

)
. (3.9)
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A representation of the operatorsM and P in terms of differential operators can be obtained
by considering the transformation of a scalar field φ(x):

φ′(x) = φ(Λ−1(x+ a)) ≡ e−
i
2
ωαβL

αβ−iaαPαφ(x). (3.10)

Considering infinitesimal transformations,

φ(x+ δx) = φ(x) + δxµ∂µφ(x) + . . .

≡ (1− iδxµPµ + . . . )φ(x)

φ(x− i
2
δωαβM

αβx) = φ(x) + i
2
δωαβ(Mαβ)µνx

ν∂µφ(x) + . . .

≡ (1− i

2
δωαβL

αβ + . . . )φ(x)

(3.11)

one finds the representation

Lαβ = i
(
xα∂β − xβ∂α

)
, Pα = i∂α (3.12)

These operators satisfy the following commutation relations

[Lµν , Lρσ] = −i (gµρLνσ − gµσLνρ − gνρLµσ + gνσLµρ) (3.13)

[Lαβ, P γ] = −i(gαγP β − gβγPα) , [Pα, P β] = 0 (3.14)

called the Poincaré Algebra.
The generators of boosts and rotations are explicitly given by

J1 =


0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0

 , J2 =


0 0 0 0
0 0 0 i
0 0 0 0
0 −i 0 0

 , J3 =


0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0

 , (3.15)

K1 =


0 i 0 0
i 0 0 0
0 0 0 0
0 0 0 0

 , K2 =


0 0 i 0
0 0 0 0
i 0 0 0
0 0 0 0

 , K3 =


0 0 0 i
0 0 0 0
0 0 0 0
i 0 0 0

 (3.16)

They satisfy the commutation relations

[J i, Jj ] = iεijkJk (relations of angular momentum) (3.17)

[J i,Kj ] = iεijkKk ( ~K transforms as 3-vector operator) (3.18)

[Ki,Kj ] = −iεijkJk. (3.19)

3.1.2 Relativistic one-particle states

As usual, quantum states are characterized by their eigenvalues of a complete set of com-
muting observables. Out of the generators of the Poincaré group, one can form the operator

P 2 = gαβP
αP β (3.20)
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that commutes with P µ and Lαβ. This can be checked explicitly and should also be
intuitively clear since P 2 is a Lorentz-scalar. The eigenvalue of P 2 is the mass m2.

A second commuting operator can be constructed using the Pauli-Lubanski-Vector

Wµ = −1

2
εµνρσP

νMρσ (3.21)

that satisfies the commutator relations characteristic of a four vector:

[W µ, P ν ] = 0, (3.22)

[W µ,Mρσ] = i (gµρW σ − gµσW ρ) . (3.23)

As for P 2, it follows that the operator W 2 commutes with all generators of the Poincaré
group. In order to interpret W 2, we use that it can be evaluated in any reference frame
since it is a Lorentz scalar.

Massive particles: For massive particles it is possible to go to the rest frame

pµ0 = (m,~0). (3.24)

Therefore in the restframe

W0 = 0

Wi =
m

2
εijkL

jk = −mJi
(3.25)

i.e. for a massive particle the Pauli-Lubanski vector reduces to the angular momen-
tum operator in the rest-frame. Therefore

W 2 = −m2 ~J2 (3.26)

From this property follows the classification of massive one-particle states:

• The spin quantum numbers of a massive relativistic particle are identical to the
non-relativistic case, i.e. the eigenvalues of ~J2 are s(s+ 1) with s = 0, 1

2
, 1 . . . .

• Since [P i, J l] = 0 for states with momentum pµ0 , the states in the rest-frame

can be chosen as eigenstates of one component of ~J , e.g. the z-component, with
eigenvalues sz = −s,−s+ 1, . . . s− 1, S.

• the operators ~J are represented on the spin s-states by the same matrices as in
non-relativistic QM, e.g.

s =
1

2
: J i =

σi

2
s = 1 : (J i)jk = −iεijk (3.27)

• In a general Lorentz frame, one can consider the projection

Wn = n ·W (3.28)

on some space-like unit vector n, n2 = −1 that is orthogonal to pµ.
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• A convenient choice is “helicity”, the projection of the spin on the momentum:

h =
~p · ~J
|~p|

(3.29)

This can be written in the form (3.28) using the space-like unit vector

nµp =
p0

m

(
|~p|
p0

~p
|~p|

)
=

p0

m|~p|
pµ − m

|~p|
gµ0, (3.30)

h =
np ·W
m

= − 1

|~p|
W0 =

1

2|~p|
ε0ijkp

iLjk =
~p · ~J
|~p|

(3.31)

To summarize, the massive, relativistic one-particle states satisfy the eigenvalue equa-
tions

P 2 |m, p, s, sp, . . .〉 = m2 |m, p, s, sp, . . .〉 (3.32)

P µ |m, p, s, sp, . . .〉 = pµ |m, p, s, sp, . . .〉 , p0 =
√
~p2 +m2 (3.33)

W 2 |m, p, s, sp, . . .〉 = m2s(s+ 1) |m, p, s, sp, . . .〉 (3.34)

h |m, p, s, sp, . . .〉 = s |m, p, s, sp . . .〉 , h =
~p · ~J
|~p|

(3.35)

The Poincarè transformations are represented on the one-particle states by unitary
operators U(Λ, a). Their action on the states can be shown to take the form

U(1, a) |. . . p, . . .〉 = e−ia·p |. . . , p, . . .〉 (3.36)

U(Λ, 0) |p, s, sp, . . .〉 = |Λp, s, s′p, . . .〉Ds
s′psp

(W ) (3.37)

where the matrix Ds is a spin S-representation of a rotation W (Λ, p) (the so-called
“Wigner rotation”). The explicit form is determined from Λ and p in such a way
that the rest-frame momentum p0 is left invariant, Wp0 = p0 and will not be needed
in this lecture.

The group of transformations that leaves the momentum of the particle invariant is
called the little group. In the rest frame, the momentum is invariant under spatial
rotations, i.e. the little group is SO(3).

The state of a massive particle with momentum p is defined by a boost from the rest frame:

|p, s, sp〉 = U(Lp) |p0, s, sp〉 (3.38)

where Lp is the boost from p0 to p and U(L) is the unitary operator implementing the Lorentz
transformation. To obtain the transformation law under a general Lorentz transformation Λ one
notes that

ΛLp = LΛp L
−1
ΛpΛLp︸ ︷︷ ︸
≡W (Λ,p)

(3.39)
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where LΛp is the Lorentz boost from p0 to Λp. The transformation W transforms the momentum
p0 to p0 → p → Λp → p0, i.e. it leaves the momentum invariant. Therefore it is part of the little
group, i.e. a rotation. The Lorentz transformation of the general one-particle state is then obtained
as

U(Λ) |p, s, sp〉 = U(Λ)U(Lp) |p0, s, sp〉 = U(LΛp)D
s
s′psp

(W ) = |Λp, s, s′p〉Ds
s′psp

(W ) (3.40)

where Ds
s′psp

(W ) = 〈s, s′p|U(W )|s, sp〉 is the matrix representing the Wigner rotation on the spin s

space.

Massless particles For massless particles it is possible to go a frame where

p̄µ = p̄(1, 0, 0, 1) (3.41)

The Pauli-Lubanski vector becomes

Wµ = −1

2
p̄(εµ0ρσ + εµ3ρσ)Mρσ

= p̄


ε0312L12

(ε1023L23 + ε1302L02)
(ε2031L31 + ε2301L01)

ε3012L12

 = p̄


J3

−(J1 +K2)
−J2 +K1

−J3

 ≡ p̄


J3

−A
−B
−J3

 (3.42)

with

A = J1 +K2 =


0 0 i 0
0 0 0 0
i 0 0 −i
0 0 i 0

 B = J2 −K1 =


0 −i 0 0
−i 0 0 i
0 0 0 0
0 −i 0 0

 (3.43)

• The angular momentum operator J3 generates rotations around the z-axis, i.e.
the group SO(2) of rotation in two dimensions. These obviously leave the
momentum invariant and therefore belong to the little group.

• The full little group is generated by J3, A and B.

• Only the SO(2) part is relevant for the classification of massless particle states
since it is possible to show that non-vanishing eigenvalues of A and B give rise
to representations with continuous spin that are not observed in nature [4, 5].

• On the physically relevant state-space, the Pauli-Lubanski vector satisfies

W 2 = 0 , W · P = 0 (3.44)

This can be shown to imply that the Pauli-Lubanski vector is proportional to
the momentum:

W µ = hP µ (3.45)

For the frame where the momentum is along the z-axis (3.41), this can also be
seen from the explicit expression.

The commutation relations of W µ imply that [h, P µ] = [h,Mµν ] = 0
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⇒ h is a Casimir operator. The states of a massless particle with momentum ~p,
are again characterized by the eigenvalues of the helicity

h =
~p · ~J
|~p|

(3.46)

• The non-trivial eigenvalue equations of the massless one-particle states are

P µ |p, s, . . .〉 = pµ |p, s, . . .〉 , p0 = |~p| (3.47)

h |p, s, . . .〉 = s |p, s, s . . .〉 , (3.48)

• The value of the helicity s is quantized,

s = 0,±1

2
,±1, . . . (3.49)

In contrast to them massive case, this doesn’t follow from the angular momentum algebra,

since only J3 is relevant. The allowed values of s instead follow from topological properties

of the Poincaré group. Recall that in non-relativistic quantum mechanics, for particles with

half-integer spin a rotation with θ = 2π can turn a state into its negative, while a rotation

with θ = 4π is the unity transformation. This turns out to be true for the relativistic case as

well.

The action of Poincaré transformations on the states is given by

U(1, a) |p, s, . . .〉 = e−ia·p |p, s, . . .〉 (3.50)

U(Λ, 1) |p, s, . . .〉 = eiθ(Λ,p)s |Λp, s, . . .〉 (3.51)

where the explicit form of the angle θ(Λ, p) is not relevant for us.

• The Lorentz transformation does not mix different values of s (intuitively: it
is not possible to “overtake” a massless particle and change the sign of the
projection of its spin on the momentum).

• A parity transformation transforms ~p → −~p, ~J → ~J and therefore transforms
the states s→ −s. In a parity invariant theory such as QED both states±smust
be present (i.e. left-and right-handed electrons in the approximation me → 0.
The weak interactions violate parity, so if neutrino masses are neglected, it is
possible to have only left-handed neutrinos.

• CPT invariance requires that for each particle with helicity s there is an an-
tiparticle with helicity −s.

The one-particle state with momentum p is defined in analogy to (3.38) by the Lorentz boost
of the state with the momentum p̄ (3.41). The relevant part of the little-group transformation
W (Λ, p) = L−1

ΛpΛLp defines a rotation in the x1-x2-plane that can be parametrized by an angle
θ(Λ, p). The action of the unitary operator representing this rotation is given by

U(W ) |p̄, s〉 = eiθJ3 |p̄, s〉 = eiθs |p̄, s〉 (3.52)

if the states |p̄, s〉 are chosen as eigenstates of J3.
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3.2 Quantum fields

Relation to fields: field operators create/annihilate particles

3.2.1 Scalar fields

Spin 0 particle: scalar field φ(x). Example, complex scalar:

φ(x) =

∫
d3p

(2π)32p0

(
a(~p)e−ipx + b†(~p)eipx

)
|
p0=
√
~p2+m2 (3.53)

Solution to Klein Gordon equation

(�+m2)φ(x) = 0 (3.54)

a, b: operators with commutation relations

[aλ(~k), a†λ′(~p)] = [bλ(~k), b†λ′(~p)] = δλ,λ′(2π)3(2p0)δ3(~k − ~p) (3.55)

Annihilation/creation operators for scalar particle φ−, antiparticle φ+. Example: two-
particle state

|φ−k1
, φ+

k2
〉 = a†(~k1)b†(~k2) |0〉 (3.56)

Bose Symmetry: states symmetric

|φ−k1
, φ−k2
〉 = |φ−k2

, φ−k1
〉 (3.57)

Propagator:

iDF (x, y) = 〈0|T [[φ(x)φ†(y)]]|0〉 =

∫
d4p

(2π)4
e−ip(x−y)DF (p2) (3.58)

with

DF (p2) =
i

p2 −m2 + iε
(3.59)

Time ordered product:

T
[
φ(x)φ†(y)

]
= φ(x)φ†(y)θ(x0 − y0) + φ†(y)φ(x)θ(y0 − x0). (3.60)

3.2.2 Spinor fields

Massive spin one-half particle: four-component Dirac-spinor field

ψ(x) =
∑
λ=L,R

∫
d3p

(2π)32p0

(
bλ(~p)uλ(p)e

−ipx + d†λ(~p)vλ(p)e
ipx
)

(3.61)
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Dirac spinors

Spinors u, v: solution to Dirac equation in momentum space:

(/p−m)uλ(p) = 0 (3.62a)

(/p+m)vλ(p) = 0 (3.62b)

with

/p = γµpµ (3.63)

with gamma matrices that satisfy

{γµ, γν} ≡ γµγν + γνγµ = 2gµν (3.64)

Explicit form (in “chiral representation”)

γµ =

(
0 σ̄µ

σµ 0

)
(3.65)

with

σµ = (1, ~σ) , σ̄µ = (1,−~σ) (3.66)

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(3.67)

Note that different conventions are also used, for instance in [8]

Spinors can be chosen as helicity eigenstates:

h =
~p · ~S
|~p|

~S =
1

2

(
~σ 0
0 ~σ

)
(3.68)

huR/L(p) = ±1

2
uR/L(p) (3.69)

h vλ(p) = λvλ(p) (3.70)

(3.71)

Spinors satisfy

ūσ(p)γµuσ′(p) = v̄σ(p)γµvσ′(p) = 2pµ δσσ′ (3.72)

where the conjugate spinor is defined as

ū = u†γ0 (3.73)
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Massless spin one-half particles

Dirac equation decouples into two-component equations:(
0 pµσ̄

µ

pµσ
µ

)(
u+(p)
u−(p)

)
=

(
0 p0 + ~p · ~σ

p0 − ~p · ~σ

)(
u+(p)
u−(p)

)
(3.74)

⇒ upper and lower components are helicity eigenstates:

~p · ~σ
p0

u±(p) = ±u±(p) (3.75)

Dirac spinors for helicity ±:

uR(p) =

(
u+(p)

0

)
uL(p) =

(
0

u−(p)

)
(3.76)

Find explicit solutions of two-component equations

pµσ
µu+(p) =

(
p0 − p3 −(p1 − ip2)
−(p1 + ip2) p0 + p3

)
u+(p) = 0 (3.77)

pµσ̄
µu−(p) =

(
p0 + p3 p1 − ip2

p1 + ip2 p0 − p3

)
u−(p) = 0 (3.78)

with p2 = 0.
Normalizing the solutions according to

u†±(p)u±(p) = 2p0 , u†±(p)u∓(p) = 0 (3.79)

the spinors can be written, up to a phase depending on conventions

u+ =
1√

(p0 − p3)

(
p1 − ip2

p0 − p3

)
=
√

2p0

(
e−iϕ cos θ

2

sin θ
2

)
(3.80)

u− =
1√

(p0 − p3)

(
p0 − p3

−(p1 + ip2)

)
=
√

2p0

(
sin θ

2

−eiϕ cos θ
2

)
(3.81)

where the momentum is parametrized in terms of angular coordinates:

pµ = p0(1, cosϕ sin θ, sinϕ sin θ, cos θ) (3.82)

The solution in [9] is related to the one above by a phase:

ũ+ =
1√

(p0 + p3)

(
p0 + p3

p1 + ip2

)
=
√

2p0

(
cos θ2

eiϕ sin θ
2

)
= eiϕu+ (3.83)
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Spinor products

Out of spinors for particles with different momenta we can form the two “scalar products”

〈pk〉 ≡ ūL(p)uR(k) = u†−(p)u+(k)

=
1√

(p0 − p3)
√

(k0 − k3)

[
(p0 − p3)(k1 − ik2)− (k0 − k3)(p1 − ip2)

]
= −〈kp〉

[pk] ≡ ūR(p)uL(k) = u†+(p)u−(k)

=
1√

(p0 − p3)(k0 − k3)

[
(p1 + ip2)(k0 − k3)− (p0 − p3)(k1 + ik2)

]
= − [kp]

For real momenta the spinor products satisfy

〈pk〉∗ = [kp] (3.84)

These spinor product will be a basic building block to express scattering amplitudes in the
“spinor-helicity” method to be discussed in Part II of the lecture.

Quantization

Creation and annihilation operators satisfy anticommutation relations

{bλ(~k), b†λ′(~p)} = δλ,λ′(2π)3(2p0)δ3(~k − ~p) (3.85)

{dλ(~k), d†λ′(~p)} = δλ,λ′(2π)3(2p0)δ3(~k − ~p) (3.86)

Fermi Symmetry: states anti-symmetric

|ψλ1
k1
, ψλ2

k2
〉 = − |ψλ2

k2
, ψλ1

k1
〉 (3.87)

Propagator:

iSF (x− y) = 〈0|T [[ψ(x)ψ̄(y)]]|0〉 =

∫
d4k

(2π)4
e−ik(x−y)SF (p2) (3.88)

with

SF (p2) =
i(/p+m)

p2 −m2 + iε
(3.89)

3.2.3 Massless vector bosons

Mode decomposition of field:

Aµ(x) =
∑
λ

∫
d3p

(2π)32p0

(
aλ(~p)ε

µ
λ(p)e−ipx + a†λ(~p)ε

µ,∗
λ (p)eipx

)
(3.90)
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Commutation relations

[aλ(~k), a†λ′(~p)] = δλ,λ′(2π)3(2p0)δ3(~k − ~p) (3.91)

(3.92)

Polarization vectors and gauge invariance

Polarization vectors
(ελ(p) · ε∗λ′(p)) = −δλλ′ (3.93)

Gauge choice
∂µA

µ = 0 , pµε
µ = 0 (3.94)

Polarization vectors determined up to gauge transformation:

εµ(p)→ εµ(p) + apµ (3.95)

In the frame where pµ = (p, 0, 0, p) the polarization vectors can be chosen as

εµ± =
1√
2


0
1
±i
0

 (3.96)

They are helicity Eigenstates with eigenvalues s = ±1 since they in the chosen frame the
helicity operator reduces to

hεµ± =
~p · ~J
|~p|

εµ± = J3εµ± =


0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0

 εµ± = ±εµ± (3.97)

The polarization vectors satisfy the completeness relation

∑
λ

εµλε
ν∗
λ =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 = −gµν + nµn̄ν + n̄µnν (3.98)

Together with the light-like vectors

n̄µ =
1√
2

(1, 0, 0, 1) , nµ =
1√
2

(1, 0, 0,−1) , n · n̄ = 1 (3.99)

the polarization vectors therefore form a complete basis of Minkowski space. Note that we
can write

n̄ =
pµ

(p · n)
(3.100)
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The completeness relation in the form∑
λ

εµλε
ν∗
λ = −gµν +

pµnν + nµpν

(p · n)
(3.101)

then holds in any reference frame where n can be chosen as a light-like vector orthogonal
to the momentum,

n2 = 0 n · ε± = 0 (3.102)

The necessity to describe massless spin one-particles by a vector field with a gauge
freedom can be traced back to the impossibility to single out two transverse polarization
vectors in a Lorentz invariant way. This can be seen from the fact that Lorentz trans-
formations that leave the momentum invariant (i.e. elements of the little group) do not
transform the subspace spanned by the transverse polarizations into itself. To see this
consider the infinitesimal transformation with the generators A and B of the little group

Λ = 1− i(αA+ βB) =


1 −β α 0
−β 1 0 β
α 0 1 −α
0 −β α 1

 (3.103)

They satisfy

Λ


p
0
0
p

 =


p
0
0
p

 , Λ


0
ε1
ε2
0

 =


0
ε1
ε2
0

+ (αε2 − βε1)


1
0
0
1

 (3.104)

Therefore Lorentz transformations that leave the momentum invariant can change the
polarization vectors by a contribution ∼ pµ. Since this “scalar” polarization is not physical,
the replacement

εµ → εµ + apµ (3.105)

with a arbitrary must not have an effect in physical observables.

3.3 QED

Electromagnetic field coupled to fermion with charge q:

LQED = −1

4
FµνF

µν + ψ̄ (i /D −m)ψ (3.106)

• Field-strength tensor

Fµν = (∂µAν − ∂νAµ) (3.107)
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Components of four-vector potential: scalar potential and vector potential:

Aµ(x) =

(
φ(x)
Ai(x)

)
(3.108)

The components of the field-strength tensor give the usual expressions for the electric
and magnetic fields:

Ei = F i0 = ∂iφ− ∂0Ai

⇒ ~E = −(~∇φ+
1

c
~̇A)

Bi = −1

2
εijkF jk = −εijk∂jAk = (∇× A)i

(3.109)

• Relation of field strength to vector potential not unique: “gauge invariance”

Aµ → A′µ = Aµ + ∂µω , F ′µν = Fµν (3.110)

• Free relativistic spin 1/2 fermion field ψ: four-component spinor satisfying Dirac
equation:

(i/∂ −m)ψ = 0 (3.111)

Conjugate Dirac spinor:
ψ̄ = ψ†γ0 (3.112)

• covariant derivative
Dµ = ∂µ + iqAµ(x) (3.113)

• Lagrangian invariant under gauge transformation (3.110) and

ψ(x)→ ψ′(x) = e−iqω(x)ψ(x) (3.114)

since
Dµψ → (∂µ + iqA′µ)ψ′

= ((∂µ + iq(Aµ + ∂µω)) e−iqωψ = e−iqωDµψ
(3.115)

• With a view to the later generalization we note that the field-strength tensor can be
computed from a commutator of covariant derivatives:

[Dµ, Dν ]ψ = iq(∂µAν − ∂µAν)ψ = iqFµνψ (3.116)

• Write Lagrangian as

L = −1

4
FµνF

µν + ψ̄ (i/∂ −m)ψ − Aµjµ (3.117)
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with current

jµ = qψ̄γµψ (3.118)

Noether theorem for invariance under “global” symmetry transformation (3.114) with
ω = const. implies

∂µj
µ = 0 (3.119)

• “Gauge fixing” term added for quantization. Covariant choice:

Lgf = − 1

2ξ
(∂µA

µ)2 (3.120)

Alternative: axial gauge

Lgf,ax = − 1

2ξ
(nµAµ)2, (3.121)

with a constant four-vector nµ.

• Photon propagator for gauge fixing (3.120) can be derived as Green function to
operator

Dµνx = gµν�x −
(

1− 1

ξ

)
∂µx∂

ν
x , (3.122)

Dµνx DF,νρ(x, y) = igµρ δ
4(x− y) (3.123)

Solution in momentum space:

Dµν
F (p2) =

i

p2 + iε

(
−gµν +

ipµpν

(p2 + iε)
(1− ξ)

)
(3.124)

• Scalar QED:

L =− 1

4
FµνF

µν + (Dµφ)†(Dµφ)

=− 1

4
FµνF

µν + (∂µφ)†(∂µφ) + iqAµ(φ†∂µφ− (∂µφ†)φ) + q2φ†φA2
(3.125)

3.4 Feynman rules

3.4.1 S-matrix and Cross section

S-matrix

• Consider scattering process

p1 + p2 → k1 + . . . kn (3.126)
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• Prepared incoming states (Schrödinger representation):

|i(t)〉 t→ti→−∞−−−−−−→ free momentum eigenstate |φp1φp2〉 (3.127)

• Evolve |i(t)〉 from ti to tf :

|i(tf )〉 = U(tf , ti) |i(ti)〉 (3.128)

with time evolution operator U(t1, t2).

• Project on states |f(t)〉:

|f(t)〉
t→tf→+∞
−−−−−−→ free momentum eigenstates (3.129)

• Definition of S-matrix element:

Sfi = lim
ti/f→±∞

〈f(tf )|U(tf , ti)|i(ti)〉 (3.130)

• Transformation to Heisenberg picture at t0:

|ψ, t0〉H = |ψ(t0)〉 = U(t0, t) |ψ(t)〉 (3.131)

Sfi = H 〈f, t0|i, t0〉H ≡ H 〈f, tf |S|i, ti〉H (3.132)

In the last step the S-matrix element has been expressed in terms of a matrix element
of the operator

S = lim
ti/f→±∞

U(tf , ti) (3.133)

between the states |i, ti〉H and |f, tf〉H , which are approximated by the free momen-
tum eigenstates.

In the following we abbreviate |i, t0〉H → |i〉, |f, t0〉H → |f〉 and |i, ti〉H → |i〉0,
|f, tf〉H → |f〉0.

Poincaré invariance of the S-matrix

The Poincaré transformations of the initial and final states are obtained by the unitary
operators introduced in Section 3.1:

|f ′〉 = U(Λ, a) |f〉 , |i′〉 = U(Λ, a) |i〉 (3.134)

The unitarity of the operators U(Λ, a) implies the invariance of the S-matrix elements:

Sf ′i′ = 〈U(Λ, a)f |U(Λ, a)i〉 = 〈f |U †(Λ, a)U(Λ, a)|i〉 = Sfi (3.135)
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The transformation of momentum eigenstates of massless particles with helicity s under
translations (3.50) and Lorentz transformations (3.37) implies:

U(1, a) |φs1p1
. . . φsnpn〉 = e−ia·(p1+...pn) |φs1p1

. . . φsnpn〉 (3.136)

U(Λ, 0) |φs1p1
. . . φsnpn〉 = eiθ(s1+...sn) |φs1Λp1

. . . φsnΛpn〉 (3.137)

The transformation of the states under a translation implies the identity

Sfi = e−ia(p1+p2−k1−...kn)Sfi (3.138)

Therefore, Poincaré invariance implies momentum conservation:

p1 + p2 = k1 + · · ·+ kn. (3.139)

For massless states, the transformation of the states under Lorentz-transformations implies

Sfi = eiθ(si,1+si,2−sf,1−...sf,n)Sf̄ ī (3.140)

Here the Sf̄ ī is the S-matrix for the states with boosted momenta Λp, but unchanged
helicities. For massive states, an analogous result follows from (3.37).

T -matrix and scattering amplitude

T -matrix: extract trivial part of S-matrix

S = I + T (3.141)

0 〈f |S|i〉0 = 0 〈f |i〉0︸ ︷︷ ︸
∝δif

+0 〈f |T |i〉0 (3.142)

Definition of the scattering amplitude (transition matrix element) Mfi: extract the
overall delta function from momentum conservation:

0 〈f |T |i〉0 = i(2π)4 δ4
(∑

i

kµi −
∑
j

pµj

)
Mfi (3.143)

Unitarity of the S-matrix

The S matrix maps the asymptotic free states defined at ti to the corresponding states at
tf :

S |i, ti〉H = |i, tf〉H (3.144)

The Unitarity of the S-matrix from completeness/orthogonality of initial/final states:∑
X

〈i′|X〉︸ ︷︷ ︸
S∗
Xi′

〈X|i〉︸ ︷︷ ︸
SXi

= 〈i′|i〉 = δii′ (3.145)

This implies the operator relations:

I = S†S ⇒ iT †T = (T − T †) (3.146)

Implications of unitarity will be discussed in Chapter ??.
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Cross section

Relation of cross section to scattering amplitudes

dσ =
1

4p0
1p

0
2vrel︸ ︷︷ ︸

flux factor

|Mfi|2
(

n∏
l=1

d3kl
(2π)3(2k0

l )

)
(2π)4δ(p1 + p2 −

∑
kf )︸ ︷︷ ︸

= dΦf , invariant phase space volume

. (3.147)

The prefactor can be written in terms of Lorentz invariants

p0
1p

0
2vrel =

√
(p1 · p2)2 − p2

1p
2
2 (3.148)

For a 2→ 2 scattering process the phase-space integral can be simplified to∫
dΦ2 =

∫
d3p1

(2π)32p0
1

∫
d3p2

(2π)32p0
2

(2π)4δ(4)(k1 + k2 − p1 − p2)

∣∣∣∣∣
p0

1,2=
√
m2

1,2+~p2
1,2

=
1

(2π)2

√
λ(s,m2

1,m
2
2)

8s
θ(
√
s−m1 −m2)

∫
dΩ1,

(3.149)

where s = (p1 + p2)2, Ω1 is the solid angle of particle 1, and

λ(x, y, z) = x2 + y2 + z2 − 2xy − 2xz − 2yz. (3.150)

For the special cases of m1 = m2 = m and m = 0 the phase space simplifies further to∫
dΦ2

m1=m2=m
=

1

8(2π)2

√
1− 4m2

s
θ(
√
s− 2m)

∫
dΩ1,

m=0
=

1

8(2π)2

∫
dΩ1,

(3.151)

3.4.2 Perturbation theory and Feynman rules

Consider a Lagrangian
L = L0 + LI (3.152)

for a set of fields Φi (in a symbolic notation with spinor or Lorentz indices suppressed).
The free Lagrangian can be written as1.

L0 =
∑
i

Φi(x)Di(x)Φi(x) (3.153)

with some differential operators Di(x). We consider an interaction Lagrangian of the
form

LI = gΓ3
ijkΦiΦjΦk + g2Γ4

ijklΦiΦjΦkΦl (3.154)

1A possible factor 1/2 for real fields is suppressed
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where the Γn can also contain differential operators. We have extracted a dimensionless
coupling constant g. Assuming that g is small enough, a perturbative expansion of the
S-matrix can be performed, resulting in the Feynman rules.

For a field Φ we have a mode expansion of the form

Φ(x) =
∑
λ

∫
d3p

(2π)32p0

(
η−λ (p)aλ(~p)e

−ip·x + η+
λ (p)b†λ(~p)e

ip·x
)

(3.155)

where η∓ is the “wave function” (spinor, polarization vector) of particle φ /antiparticle φ̄
with helicity λ.

External states: contractions with fields defined as

Φ(x)|φp〉 = [Φ(x), a(~p)†]± = η−(p)e−ip·x, Φ†(x)|φ̄p〉 = η+∗(p)e−ip·x,

〈φp|Φ†(x) = η−∗(p)eip·x, 〈φ̄p|Φ(x) = η+(p)eip·x.

(3.156)

⇒ The role of incoming/outgoing wavefunctions is exchanged for particle/antiparticle.

Propagators for the fields Φi are defined as Green functions for the kinetic operators D:

Di(x)DF,i(x, y) = iδ4(x− y) (3.157)

with the Fourier transform:

DF,i(x, y) =

∫
d4k

(2π)4
e−ip(x−y)DF,i(p

2) (3.158)

where the Feynman iε prescription is understood.

Vertex functions V n with n = 3, 4 are defined as

(i)

∫
d4x 〈0|LI(x)|φp1 , . . . , φpn〉 = (2π)4δ4(

∑
i

pi)V
n

1...n(p1, . . . , pn)η1(p1) . . . ηn(pn)

(3.159)
⇒ all possible contractions of fields in LI with external states. (exclude contractions
within LI)

Feynman rules

1. Determine all relevant Feynman diagrams:

• n→ m scattering process ⇒ n+m external lines.

• Order of perturbation theory ⇒ number of loops.

2. Impose momentum conservation at each vertex.



44 CHAPTER 3. BASICS OF QFT AND QED

3. Insert the explicit expressions

• external lines: wave functions η

←−−p
φi η−i ,σ(p) , −−→p

φi η−∗i,σ (p)

−−→p
φ̄i η+∗

i ,σ(p) , ←−−p
φ̄i η+

i,σ(p) (3.160)

• internal lines: “propagator”:

iDF i(p
2)

(3.161)

• n-point Vertices from Γ(n) :

φj

φi

φk V 3
ijk(p1, p2, p3) (3.162)

4. Insert a relative sign between diagrams that result from interchanging external fermion
lines.

5. The coherent sum of all diagrams yields iMfi.

6. Additional rules for diagrams with closed loops:

• Integrate over all loop momenta pl via

∫
d4pl

(2π)4
.

• For each closed fermion loop take Dirac trace and multiply by (−1).

3.4.3 Feynman rules in QED

Explicit rules for QED:
External lines:

←−−p
f uσ(p) , −−→p

f ūσ(p)

−−→p
f̄ vσ(p) , ←−−p

f̄ v̄σ(p)

←−−p
Aµ εµλ(p) , −−→p

Aµ εµ∗λ (p) (3.163)
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Propagators:

←−−p

i

/p−mf + iε
,

←−−p
ν µ

−igµν

p2 + iε
+

ipµpν

(p2 + iε)2
(1− ξ) (3.164)

Vertex

f

f

Aµ − iQfeγ
µ (3.165)

3.4.4 Feynman rules for interactions with momenta

Example: scalar QED

L(3)
I = Γ3,µ

Aφ†φ
Aµφ

†φ = ieAµ(φ†∂µφ− (∂µφ
†)φ) (3.166)

The contractions with derivatives of field operators result in factors of the momenta of the
external states:

∂µΦ(x)|φp〉 = η−(p)(−ipµ)e−ipx, 〈φp|∂µΦ†(x) = η−∗(p)(ipµ)eipx. (3.167)

One possible contraction, e.g.:

Aµ(x)φ†(x)∂µφ(x)|γp1

λ φ
p2φ̄p3〉 = e−i(p1+p2+p3)·xελ(p1)(−ip2,µ) (3.168)

where |φ〉 is the scalar particle state annihilated by φ and |φ̄〉 the anti-particle state anni-
hilated by φ†.

The Feynman rule of the vertex gives

ie

∫
d4x 〈0|Aµ(φ†∂µφ− (∂µφ

†)φ)|γp1

λ φ
p2
− φ

p3
+ 〉

= ie

∫
d4xe−i(p1+p2+p3)·x(−i)(p2,µ − p3,µ)εµλ(p1)

= i(2π)4δ(p1 + p2 + p3) (−i)e(p2,µ − p3,µ)εµ(p1)

(3.169)

i.e. the vertex function is

V 3,µ
γφ−φ+(p1, p2, p3) = (−i)e(pµ2 − p

µ
3) (3.170)
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3.5 Calculation of cross sections

3.5.1 Example: e−e+ → µ−µ+

Textbook approach for the calculation of spin-averaged cross sections for the example of
e−(p1)e+(p2)→ µ−(k1)µ+(k2)

• Compute matrix element iM from Feynman rules:

iM =

e−(p1)

e+(p2)

µ−(k1)

µ+(k2)

= (−ie)2(ūσ1(k1)γµvσ2(k2))
−i

p2 + iε

(
gµν − pµpν

p2 + iε
(1− ξ)

)
(v̄λ2(p2)γνuλ1(p1))

(3.171)
with p = k1 + k2 = p1 + p2. The ξ-dependent part of the propagator drops out using
the Dirac equation in momentum space (3.62):2

pν(v̄(p2)γνu(p1)) = v̄(p2)(/p1 + /p2)u(p1) = v̄(p2)(m−m)u(p1) = 0 (3.172)

It can be shown that this feature generalizes to all amplitudes in QED and that the
terms ∼ pµpν in the photon propagator always drops out. Therefore one can chose
ξ = 1 (“Feynman gauge”).

• To calculate an unpolarized cross section, the squared matrix element is averaged
over initial-state spins and summed over final-state spins:

|M|2 ≡ 1

2

1

2

∑
spins

|M|2

=
e4

4s2

∑
λi,σi

(ūσ1(k1)γµvσ2(k2)) (ūσ1(k1)γνvσ2(k2))∗︸ ︷︷ ︸
=v̄σ2 (k2)γ0γ†νγ0uσ1 (k1)

×(v̄λ2(p2)γµuλ1(p1))(v̄λ2(p2)γνuλ1(p1))∗

=
e4

4s2

∑
λi,σi

(ūσ1(k1)γµvσ2(k2))(v̄σ2(k2)γνuσ1(k1))

×(v̄λ2(p2)γµuλ1(p1))(ūλ1(p1)γνvλ2(p2))

(3.173)

where we have used

ū† = γ0u , (3.174)

γ0† = γ0 , γi† = −γi ⇒ γµ† = γ0γµγ0 (3.175)

2 Note that this only works since the vertex involves fermions with the same mass (there is no muon-
electron photon vertex in QED!).
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• The spin sums can be performed using the completeness relations of the Dirac spinors∑
λ=1,2

uλa(p)ūλb(p) = (/p+m)ab,
∑
λ=1,2

vλa(p)v̄λb(p) = (/p−m)ab (3.176)

where the spinor indices have been made explicit. As a result one obtains the ex-
pression

|M|2 =
e4

4s2
tr[((/k1 +mµ)γµ(/k2 −mµ)γν ] tr[(/p2 −me)γ

µ(/p1 +me)γ
ν ] (3.177)

• The resulting traces over gamma matrices can be evaluated using identities derived
from the Dirac algebra such as

tr[γµγν ] =
1

2
tr[γµγν + γνγµ] = gµν tr 1 = 4gµν (3.178a)

tr[γµγνγσ] = 0 (3.178b)

tr[γµγνγργσ] = 4(gµνgρσ + gµσgνρ − gµρgνσ) (3.178c)

This gives for example

tr[(/p2 −me)γ
µ(/p1 +me)γ

ν ] = 4
(
pµ2p

ν
1 + pµ2p

ν
1 − gµν

[
(p1 · p2) +m2

e

])
(3.179)

The spin-averaged matrix element gives

|M|2 =
4e4

s2
2
[
(p1 · k1)(p2 · k2) + (p1 · k2)(k1 · p2) + (p1 · p2)m2

µ + (k1 · k2)m2
e + 2m2

µm
2
e

]
(3.180)

• Cross section for me → 0: use cms frame:

pµ1,2 = (p, 0, 0,±p),
kµ1 = (E,±k cosφ sin θ,±k sinφ sin θ,±k cos θ).

(3.181)

with E =
√
k2 +m2

µ. The squared matrix element becomes (s = 4p2 = 4E2)

|M|2 = 2e4

[
1 +

4m2
µ

s
+

(
1−

4m2
µ

s

)
cos2 θ

]
(3.182)

• The differential cross section if found by inserting the squared matrix element into (3.147)
using the phase-space integral (3.149)

dσ

dφd cos θ
=

1

4p0
1p

0
2vrel︸ ︷︷ ︸

8p2=2s

1

8(2π)2

√
1−

4m2
µ

s
|M|2

=
α2

4s

√
1−

4m2
µ

s

[
1 +

4m2
µ

s
+

(
1−

4m2
µ

s

)
cos2 θ

] (3.183)
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The total cross section is obtained by integrating over the angles:

σ =
πα2

s

√
1−

4m2
µ

s

[
1 +

4m2
µ

s
+

1

3

(
1−

4m2
µ

s

)]
=

4πα2

3s

√
1−

4m2
µ

s

[
1 +

2m2
µ

s

] (3.184)

3.5.2 Remarks on the calculation of scattering amplitudes

Crossing: e−µ→ e−µ

• Matrix element for e−(p1)µ+(p2)→ e−(k1)µ+(k2)

iM =

e−(p1)

µ+(p2)

e−(k1)

µ+(k2)

= (−ie)2(v̄σ2(p2)γµvλ2(k2))
−igµν

(p1 − k1)2 + iε
(ūσ1(k1)γνuλ1(p1))

(3.185)

Comparison to the matrix element for e−(p1)e+(p2)→ µ−(k1)µ+(k2) (3.171): change
incoming e+(p2) to outgoing e−(k1):

v̄(p2)→ ū(k1)

ū(k1)→ v̄(p2)

(p1 + p2)2 → (p1 − k1)2

(3.186)

• Spin averaged matrix element

|M|2 =
e4

4t2
tr[((/p2 −mµ)γµ(/k2 −mµ)γν ] tr[(/k1 +me)γ

µ(/p1 +me)γ
ν ]

=
8e4

t2
[
(k1 · k2)(p1 · p2) + (p1 · k2)(p2 · k1)− (p2 · k2)m2

e − (p1 · k1)m2
µ + 2m2

µm
2
e

]
(3.187)

• Relation to squared matrix element for e−e+ → µ−µ+:
(3.173): crossing of momenta

p2 ↔ −k1 (3.188)

e+(p)

⇒

e−(k = −p)

(3.189)
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Reason: Completeness relation for (anti-)muon spinors∑
σ

vσ(p2)v̄σ(p2) = (/p2 −mµ)→ −(/k1 +mµ) = −
∑
σ

uσ(k1)ūσ(k1) (3.190)

External photons and gauge invariance

Gauge invariance implies that scattering amplitudes must be invariant under the replace-
ment 3.105

εµ → εµ + apµ (3.191)

of the polarization vectors. This implies that amplitudes M with an incoming/outgoing
photon of momentum p obey the following Ward identity:

M = εµλ(p)(∗) M̃µ(p) ⇒ pµ M̃µ(p) = 0, (3.192)

where all external states other than the photon must be on shell. In the above example,
we can use the Dirac equations (3.62) for the spinors

(/p1 −me)u(p1) = 0, v̄(p2)(/p2 +me) = 0 (3.193)

to check that the Ward identity is satisfied:

iM̃µk
µ
1 = (−ie)2v̄(p2)

[
/ε∗(k2)

i

/p1 − /k1 −me

/k1 + /k1
i

/p1 − /k2 −me

/ε∗(k2)

]
u(p1)

= (−ie)2v̄(p2)

[
/ε∗(k2)

i

/p1 − /k1 −me

(/k1 − (/p1 −me))

+ (/k1 − (/p2 +me))
i

/k1 − /p2 −me

/ε∗(k2)

]
u(p1)

= (−ie)2v̄(p2)i [−/ε∗(k2) + /ε∗(k2)]u(p1) = 0

(3.194)

• In general only the sum of all diagrams contributing to an amplitude satisfies the
Ward identity, not individual diagrams.

• A general diagrammatic proof of the Ward identity can be found e.g. in [3].

• In QED the Ward identity allows to simplify the calculation of spin summed cross
sections by dropping the momentum dependent terms in the polarization sum (3.101):∑

λ

εµλε
ν∗
λ = −gµν +

pµnν + nµpν

(p · n)
⇒ −gνν (3.195)

For processes with more than one external photon, this is only possible if the iden-
tity (3.192) continues to hold if all external photon polarization vectors are stripped
off the amplitude. This holds in general in QED, but not in nonabelian gauge theories
such as QCD.
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Remarks on calculations for many-particle final states

• The number of Feynman diagrams increases drastically with the number of external
particles.

• For N contributing Feynman diagrams toM, there are N2 terms in the squared ma-
trix element |M|2. The above procedure therefore can become very lengthy already
for a moderate number of diagrams.

• Computer programs can be used for the computation of Dirac-traces, e.g. tracer,
Form, FeynCalc, FormCalc

• In numerical calculations: implement explicit expressions for spinors and polarization
vectors and compute helicity amplitudes

M(λ1, λ2, . . . ) (3.196)

For each phase-space points this evaluates to a complex number, so the computation
of |M|2 is simple. The sum over helicities is performed numerically. In this approach
one needs to evaluate N Feynman diagrams 2n times for n external particles.

• For massless particles, the vector interaction is helicity conserving:

ūλ′γ
µuλ =


(u†+σ̄

µu+) , (λ, λ′) = (R,R)

(u†−σ
µu−) , (λ, λ′) = (L,L)

0 , (λ, λ′) = (R,L) (L,R)

(3.197)

⇒ fewer non-vanishing helicity combinations, amplitudes simplify in terms of two-
component spinors.



Chapter 4

Introduction to QCD

As discussed in Chapter 2, quarks carry an additional quantum number “colour”. Therefore
the quark field is described by three complex Dirac spinors:

Qi(x) , i = 1, 2, 3 (4.1)

The theory should be invariant under rotations of the quarks in colour space:

Qi → Ui
jQj (4.2)

where the matrices U ∈ SU(3) are complex three-by three matrices with unit determinant.
The search for a theory compatible with the confinement of quarks into hadrons at

low energies, and with quasi-free quarks at high energies needed to explain deep-inelastic
scattering led to the proposal of vector bosons (“gluons”) as mediators of the interac-
tions among quarks. Gluons are analogous to photons but carry colour quantum numbers
(otherwise QCD would just be a copy of QED which cannot explain asymptotic freedom).
The theory therefore should include an interaction term of the form

LI ∼ gsQ̄
iγµAµ,ijQj ⇒

Qj

Q̄i

Aij

(4.3)

• gs: “strong coupling constant”: analogous to e in QED

• Aµ,ij gluon field, matrix in colour space so it can change the colour charge of the
quarks.

• The interaction Lagrangian is hermitian provided the vector field is hermitian: Aµ,ji∗ =
Aµ,ji.

• Interactions of massless vector bosons must be gauge invariant, Aµ → Aµ + ∂µα
(for free asymptotic states) because of Lorentz transformations of polarization vec-
tors (3.104).

51
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• Gluons carry colour degree of freedom, therefore self-interactions are expected to be
possible:

.

g g

g
,

g

g

g

g

(4.4)

• The guiding principle in the construction of QCD will be the extension of the U(1)
gauge invariance of QCD to SU(3) by allowing the colour transformations of the
quarks to depend on space-time:

Qi(x)→ Ui
j(x)Qj(x) (4.5)

Such transformations are called local SU(3) transformations.

• The resulting theory is the unique theory consistent with the Ward-identity (3.192)
of scattering amplitudes. As an alternative sketched in [6], the same theory could
also be obtained starting with an Ansatz for the interaction vertices (4.3) and (4.3)
and imposing the Ward identity.

4.1 SU(3)

4.1.1 Generators and Lie Algebra

Lie Groups and generators

The group SU(3) is an example for a Lie Group. We keep the discussion of Lie groups
here brief, for more detailed definitions see Chapter 7 of [2].

• SU(3) transformations can be defined by eight real parameters ωa, a = 1, . . . 8, similar
to the three Euler angles parametrizing rotations.

• A group whose elements depend on a set of continuous parameters is called a Lie
group.

• The number of parameters (e.g. 3 for SO(3), 8 for SU(3)) is called the dimension
of the Lie group.

It is familiar from quantum mechanics that a unitary matrix U can be written in terms of
an hermitian matrix H:

U = exp(−iH), (4.6)

with H = H†. On can decompose the hermitian matrix H in a basis of so-called gener-
ators T a so that

U(ω) = exp(−iωaT a) (4.7)
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The condition det(U) = 1 implies that the generators are traceless,

trT a = 0 (4.8)

since
det expA = exp trA (4.9)

Gell-Mann matrices

A concrete realization of the traceless, hermitian Generators T a of SU(3) is given in terms
of the Gell-Mann-matrices, which are three-dimensional generalizations of the Pauli
matrices:

T a =
λa

2
(4.10)

with

λ1 =

0 1 0
1 0 0
0 0 0

 , λ2 =

0 −i 0
i 0 0
0 0 0

 , λ3 =

1 0 0
0 −1 0
0 0 0


λ4 =

0 0 1
0 0 0
1 0 0

 , λ5 =

0 0 −i
0 0 0
i 0 0

 , λ6 =

0 0 0
0 0 1
0 1 0

 ,

λ7 =

0 0 0
0 0 −i
0 i 0

 , λ8 =
1√
3

1 0 0
0 1 0
0 0 −2


(4.11)

Lie Algebras

It can be shown that the group-theory axioms imply that the set of generators is closed un-
der forming the commutator, i.e. the commutator of two generators is a linear combination
of generators:

[T a, T b] = ifabcT a. (4.12)

• A set of objects with this property is called a Lie algebra.

• The quantities fabc are called structure constants of the Lie algebra.

• From the definition of the structure constants it is clear that fabc = −f bac.

• From the Jacobi Identity of commutators

[T a, [T b, T c]] + [T c, [T a, T b]] + [T b, [T c, T a]] = 0 (4.13)

one obtains an identity of the structure constants (also called Jacobi identity)

f bcdfade + fabdf cde + f cadf bde = 0. (4.14)
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• In case the object gab = tr(T aT b) has only positive eigenvalues, one can choose a
basis of generators so that the generators are normalized as

tr(T aT b) =
1

2
δab. (4.15)

In this basis the structure constants can be obtained from the generators by the
relation¿

fabc = −2i tr
(
[T a, T b]T c

)
(4.16)

In such a basis the structure constants are totally antisymmetric:

fabc = −f bac = −facb = f cab = −f cba = f bca. (4.17)

since

fabc = −2i tr
(
(T aT b − T bT a)T c

)
= −2i tr

(
T bT cT a − T cT bT a

)
= f bca, (4.18)

where the cyclic symmetry of the trace has been used.

4.1.2 Representations

The elements of a group can act on different vector spaces. Familiar examples are the
action of Lorentz transformations on tensors of different rank in relativity, or the action of
rotations on the spaces of states with different angular momentum in quantum mechanics.
The action of a group on a vector space is called a representation of the group. The
dimension n of the vector space is used to denote the dimensionality of the representation.

Formally, a representation R of a group G on a vector space V is a mapping of ele-
ments g ∈ G to linear transformations U (R)(g) on V that is compatible with the group
multiplication,

g · f = h ⇒ U (R)(g)U (R)(f) = U (R)(g · f) = U (R)(h). (4.19)

The vector space V is called “representation space”. In physics the elements of the n-
dimensional vector space V are often called ’multiplets’ (n-plets) and, with an abuse of
notation, the vector space itself is often called ‘the n-representation’.

Two representations R and R′ on a vector space V are called equivalent, R ∼ R′, if there exists an
invertible transformation S so that

U (R′)(g) = SU (R)(g)S−1 , ∀g ∈ G.

Fundamental representations

In special relativity, tensors can be constructed from co-and contravariant vectors, while
in Quantum mechanics states with arbitrary angular momentum can be constructed from



4.1. SU(3) 55

spin one-half states. Such representations serving as building blocks for all representations
are called fundamental representations.

In addition to the quarks with the transformation (4.2), we have anti-quarks that
transform with the complex conjugate transformation. For SU(3) the fundamental repre-
sentations are the 3-dimensional representation appearing in the transformation law of the
quarks, and the complex conjugate 3̄ representation of the antiquark:

3 : Qi → U
(3)
i

j
Qj = Ui

jQj (4.20)

3̄ : Q̄i → (U (3̄))ijQ̄
j = Q̄j(U †)j

i
(4.21)

Combining representations

As in relativity, one can consider “tensors” with multiple upper and lower indices. These
are obtained for instance by multiplying two quark fields,

Dij = QiQj (4.22)

This defines the representation 3⊗ 3 with the transformation law

(U (3⊗3))ij
i′j′

Di′j′ = U i′
iU

j′
jDi′j′ (4.23)

Tensors with several indices can be decomposed into symmetric and antisymmetric
contributions:

Dij = Sij + Aij (4.24)

with

Sij =
1

2
(Dij +Dji) Aij =

1

2
(Dij −Dji) (4.25)

Note that the symmetry properties are not changed by the colour rotations. Therefore the
set of symmetric tensors forms a separate representation of SU(3). Since symmetric 3× 3
matrices have six independent entries, it is called the 6 representation.

Out of the antisymmetric part we can form the three-component object

Ak = εijkAij (4.26)

Because of the identity
εi
′j′k′Ui′

iUj′
j = εijk(U †)k

′

k (4.27)

it transforms in the conjugate representation 3̄:

Ak
′
= Ak(U †)k

′

k (4.28)

(this is analogous to the proof that the vector product ~x× ~y transforms as a vector under
rotations).
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This shows that the tensor product of two 3-representation can be decomposed as

3⊗ 3 = 3̄⊕ 6 (4.29)

Note that for an SU(N) group one can convert N − 1 lower indices to one upper index
using the antisymmetric tensor with N indices. In SU(2) the 2̄ is equivalent to the 2 so
that we do not treat them as independent representations.

The second example is a tensor with one upper and one lower index, obtained for
instance by multiplying a quark and an antiquark field:

M i
j = Q̄iQj (4.30)

These tensors transform in the representation 3⊗ 3̄:

(U (3⊗3̄))ji′
ij′

M i′
j′ = U i

i′M
i′
j′(U

†)j
′

j (4.31)

Since the two indices behave differently with respect to SU(3) transformations, it makes
no sense to symmetrize or antisymmetrize them. Instead, they can be contracted using the
Kronecker delta:

M i
j = Oi

j + Sδij (4.32)

with the “trace part”

S =
1

3
M i

i (4.33)

that is invariant under SU(3) transformations. The remaining traceless tensor O has eight
independent entries and defines the 8-representation. Therefore we have the decomposition

3⊗ 3̄ = 1⊕ 8 (4.34)

A representation that cannot be decomposed further is called an irreducible represen-
tation. Generalizing the above discussion one finds that the irreducible representations in
SU(3) are given by tensors with n symmetrized upper and m symmetrized lower indices
that are traceless with respect to contractions of upper and lower indices. These concepts
are important for the application of SU(3) to the classification of the hadron spectrum
where larger representations appear. In this lecture we will only encounter the singlet,
triplet and octet representations.

For instance one obtains

3× 3× 3 = (3̄⊕ 6)× 3 = 1⊕ 8⊕ 8⊕ 10 (4.35)

where the 10 is given by symmetric tensors with three lower indices. The decomposition 3 × 6 = 8 ⊕ 10
can be seen writing the tensor product QiSjk with the symmetric tensor Sij = Sji in the 6 representation
as

QiSjk =
1

3
(QiSjk +QjSik +QkSij) +

1

3
(2QiSjk −QjSik −QkSij)︸ ︷︷ ︸

εijlAlk+εiklAlj

(4.36)

where the 8 representation is identified as

Alk = εlmnQmSnk (4.37)
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This is traceless because of the symmetry of S and the antisymmetry of the epsilon tensor:

Aii = εimnQmSni =
1

2
εimnQm(Sni − Sin) = 0 (4.38)

Representations of Lie algebras

A set of dim(G) matrices T(R)a that satisfies the same commutator relation (4.39) forms a
representation of the Lie algebra:

[T(R)a,T(R)b] = ifabcT(R)a. (4.39)

The structure constants do not depend on the representation, but on the basis chosen for
the Lie algebra. Generalizing the normalization (4.15), one defines the index of the
representation TR:

tr(T(R)aT(R)b) = TRδab. (4.40)

For the fundamental representation, the generators are just represented by the Gell-Mann
matrices

T(3)a = T a (4.41)

and T3 ≡ TF = 1
2
. The generators T(R) are related to the group elements in the represen-

tation R by the usual exponentiation

U (R)(ω) = e−iωaT(R)a

(4.42)

Conjugate representation

For every representation R the conjugate representation R̄ with the generators

T(R̄)a = −T(R)a,T = −T(R)∗ (4.43)

is also a representation. In the last step it was used that the generators are hermitian.
For the anti-fundamental representation, this definition is consistent with the transforma-
tion (4.21)

(U (3̄))ij = (e−iωaT(3̄)a

)ij = (eiωaTa,T )ij = (U (3)†)j
i

(4.44)

Adjoint representation

For every Lie Algebra there always exists the so called adjoint representation given by
the structure constants:

(T (ad)a)bc := −ifabc (4.45)

They satisfy the commutator relation (4.39) due to the Jacobi identity (4.14).
In SU(N) groups the dimension of the adjoint representation is N2−1, which is identical

to the dimension of the traceless tensor representation M i
j in the tensor product of the
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fund mental and the anti-fundamental representations, N ⊗ N̄ = 1⊕ (N2 − 1). In SU(3),
the adjoint representation therefore is identified with the 8-dimensional representation
in (4.34).

The index of the adjoint representation of SU(N) is given by (⇒ homework)

TA = N (4.46)

Generators of product representations

The generator for a product representation R⊗R′ is given by

T(R⊗R′) = T(R) ⊗ 1(R′) + 1(R) ⊗T(R′) (4.47)

This follows from expanding the representation of the group elements

U (R⊗R′)(ω) = U (R)(ω)⊗U (R′)(ω) = (1(R)−iωaT(R)a+. . . )⊗(1(R′)−iωaT(R′)a+. . . ) (4.48)

to linear order. The most familiar application is the expression of the total angular mo-
mentum operator for a two-particle system:

~J = ~L1 ⊗ 12 + 11 ⊗ ~L2 (4.49)

4.2 QCD as non-abelian gauge theory

4.2.1 Non-abelian gauge invariance

In order to generalize the notion of gauge invariance, we generalize the gauge transformation
of fermions in QED (3.114)

ψ(x)→ ψ′(x) = e−iqω(x)ψ(x) (4.50)

by allowing the matrix-valued rotation in colour space to depend on the space-time coor-
dinate:

Qi(x)→ Q′i(x) = Ui
j(x)Qj(x) = (e−iωa(x)Ta)i

j
Qj(x) (4.51)

Transformations of this form with space-time dependent elements of a non-abelian group
are called non-abelian gauge transformations.

Covariant derivative

In the next step, we generalize the covariant derivative Dµ = ∂µ + iqAµ(x) from QED to
the colour rotations by postulating a matrix-valued covariant derivative with the property

Dµ,i
jQ′j(x) = Ui

j(x)Dµ,j
kQk(x) (4.52)
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Introducing the gluon field in analogy to the photon field in QED by writing the covariant
derivative as

Dµi
j = ∂µδi

j + igsAµ,ij(x) (4.53)

the condition on the covariant derivative becomes (suppressing the colour indices)

D′µ(UQ) =
[
∂µ(UQ) + igsA′µUQ

] !
= U(∂µ + igsAµ)Q (4.54)

The derivatives of Q cancel on both sides so one can solve for A′µ:

A′µ = UAµU † +
i

gs
(∂µU)U † (4.55)

This is the non-abelian generalization of the QED gauge transformation A′µ = Aµ + ∂µω.
For the case U(x) = exp(−iqω(x)) the simpler QED transformation is reproduced.

Field-strength tensor

In order to obtain the non-abelian generalization of the field strength we use the definition

[Dµ, Dν ]i
jQj = igsFµν,ijQj (4.56)

By definition of the covariant derivatives, the so-defined field strength tensor, which is also
a matrix in colour space, transforms under gauge transformations as

F ′µν = UFµνU † (4.57)

In contrast to the QED case, the field strength tensor in a non-abelian gauge theory is not
gauge invariant but transform “covariantly” i.e. like the tensor produce 3⊗ 3̄ with respect
to colour rotations. To calculate the field-strength tensor explicitly, note that the gluon
field matrices do not commute with each other. Therefore

Fµν,ij = ∂µAν,ij − ∂νAµ,ij + igs[Aµ,Aν ]ij (4.58)

Decomposition of gluon fields

The hermitian matrix of the gluon field can be decomposed into the basis of the SU(3)
generators:

Aji,µ =
∑
a

AaµT
a,j
i (4.59)

In perturbative QCD one usually employs the description in terms of the eight fields Aaµ,
but sometimes the formulation in terms of the matrix A is useful as well.

Similarly the field-strength tensor is decomposed as

Fµν = T a(∂µA
a
ν − ∂νAaµ) + igs[T

a, T b]AaµA
b
ν ≡ T aF a

µν (4.60)

with
F a
µν = (∂µA

a
ν − ∂νAaµ)− gsfabcAbµAcν (4.61)
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Infinitesimal transformations

Using the representation of the SU(3) elements in terms of generators, one finds the in-
finitesimal gauge transformations of the quarks:

∆Q(x) = Q′(x)−Q(x) = exp(−igsω
a(x)T a)Q(x)−Q(x)

= −igsω
a(x)T aQ(x) +O(ω2)

(4.62)

where the factor of gs has been introduced as a convention.
From (4.55) we can obtain the transformation of the gluon fields under infinitesimal

transformations

Aa
′

µ T
a = UAaµT

aU † +
i

gs
(∂µU)U †

= (1− igsω
bT b + . . . )AaµT

a(1 + igsω
cT c + . . . ) + (∂µω

a)T a(1 + . . . )

= (Aaµ + ∂µω
a)T a + Aaµigsω

b[T a, T b] +O(ω2)

=
(
Aaµ + ∂µω

a + gsf
abcωbAcµ

)
T a +O(ω2)

⇒ ∆Aaµ = ∂µω
a + gsf

abcωbAcµ

(4.63)

Remarks:

• For gs → 0 the gauge transformation reduces to that of the photon field (3.110).

• for constant transformations ωa 6= ωa(x) the transformation is analogous to that of
the quarks with the generators replaced by that of the adjoint representation:

∆Aaµ|ω=const. = −igs (T (ad)b)ac︸ ︷︷ ︸
−ifbac=ifabc

ωbAcµ (4.64)

• The gauge transformation of the gluon field can be written in terms of the covariant
derivative for a field in the adjoint representation:

∆Aaµ =
(
∂µδab + igs(T

(ad)c)abA
c
µ

)
ωb ≡ Dad

ab,µω
b (4.65)

4.2.2 QCD Lagrangian

To form a kinetic Lagrangian for the gluon field we note that the expression

tr[FµνFµν ] = FijµνF
µν
j

i =
1

4
F a
µνF

a,µν (4.66)

is gauge invariant because of the cyclicity of the trace and the unitarity of the gauge
transformations:

tr[F ′µνFµν
′
] = tr[UFµνU †UFµνU †] = tr[FµνFµνU †U ] = tr[FµνFµν ] (4.67)
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Inserting the explicit expression of the field strength tensor, one sees that the gluon La-
grangian is considerably more complicated because of the commutator terms

1

2
tr[FµνFµν ] = tr

[
(∂µAν)(∂µAνµ)− (∂µAν)(∂νAµµ)

+ igs(∂µAν − ∂νAµ)[Aµ,Aν ]

+
(igs)

2

2
[Aµ,Aν ][Aµ,Aν ]

] (4.68)

The first line is analogous to the free photon Lagrangian in QED, the second line gives
a cubic gluon self-interaction term, the last line a quartic self-interaction which lead to
Feynman rules of the form (4.4).

The QCD Lagrangian can now be obtained as the generalization of the QED La-
grangian (3.106):

LQCD = −1

2
tr[FµνFµν ] + Q̄ (i /D −mq)Q (4.69)

In terms of the gluon fields Aa, the QCD Lagrangian (4.69) can be written as

LQCD = −1

4
F a
µνF

a,µν + Q̄ (i(/∂ + igsT
a /Aa)−mq)Q

= LQCD,0 + LQCD,I

(4.70)

with the free Lagrangian

LQCD,0 = −1

2
[(∂µA

a
ν)(∂

µAa,ν)− (∂µA
a
ν)(∂

νAa,µ)] + Q̄ (i/∂ −mq)Q (4.71)

and the interaction

LQCD,I = −gsQ̄i /AaT a,ji Qj + gsf
abc(∂µAν,a)A

µ
bA

ν
c −

g2
s

4
fabef cdeAaµA

b
νA

c,µAd,ν (4.72)

4.2.3 Gauge fixing

In order to derive the gluon propagator, as in QED a gauge-fixing term has to be added
to the Lagrangian. Again, usually a covariant term

Lgf = − 1

2ξ
(∂µA

a,µ)2 (4.73)

is added. It turns out that for calculations beyond tree-level another term has to be added
to the Lagrangian if the covariant gauge fixing is used. This so-called Fadeev-Popov term
is usually derived in the functional integral quantization method that is not discussed in
this Lecture. In the Fadeev-Popov method, so-called ghost fields ca and anti-ghost fields
c̄a are introduced: scalar fields in the adjoint representation of SU(3), which, however, are
assigned Fermi-statistic. These fields never appear as external states, so the spin-statistics
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theorem is not violated by the wrong statistics. The Fadeev-Popov Lagrangian is given by

LFP = (∂µc̄a)D
(ad)
ab,µcb = (∂µc̄a)(∂µδab + gsf

abcAc,µ)cb (4.74)

The gauge-fixed Lagrangian with the ghost terms is not gauge invariant, but invariant
under a global symmetry including the ghost fields, the so-called Becchi-Rouet-Stora-
Tyutin (BRST) symmetry. This symmetry can be used to show the independence of
scattering amplitudes from the gauge parameter ξ and derive the generalizations of the
Ward identities, so-called Slavnov-Taylor identities. A review of BRST symmetry and
Slavnov Taylor identities is given in Appendix A

Alternatively, an axial gauge-fixing term could be used,

Lgf = − 1

2ξ
(nµAaµ)2. (4.75)

In axial gauges, it can be shown that the ghost fields are not necessary.
More generally, one can consider a gauge fixing term of the form

Lgf = − 1

2ξ
(fa[Aµ])2 (4.76)

with some gauge-fixing functional fa[Aµ]. The Fadeev-Popov Lagrangain then involves the gauge variation
of the gauge-fixing term:

LFP = −
∫

d4y c̄a(x)
δfa[A′µ(x)]

δωb(y)
cb(y) = c̄a(x)Mabcb(x) (4.77)

where the last expression holds for a local gauge-fixing functional. For the covariant gauge fixing one
obtains the previous result:

fa = ∂µA
a,µ ⇒ Mab = ∂µ(∂µδab + gsf

abcAµc ) (4.78)

4.3 Feynman rules

External lines:

←−−p
f uσ(p) , −−→p

f ūσ(p)

−−→p
f̄ vσ(p) , ←−−p

f̄ v̄σ(p)

←−−p
Aµ εµλ(p) , −−→p

Aµ εµ∗λ (p) (4.79)

Propagators:

←−−p
j i

iδij
/p−mf + iε

,
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←−−p
ν b µ a

iδab
p2 + iε

[
−gµν +

ipµpν

(p2 + iε)2
(1− ξ)

]
(4.80)

Vertices

qi

qj

Aaµ :− igsT
a,i
j γµ , (4.81)

p2

p3

←−p1

Ab µ2

Ac µ3

Aaµ1 :− gsfabc
[
gµ1µ2(p1 − p2)µ3 + gµ2µ3(p2 − p3)µ1 + gµ3µ1(p3 − p1)µ2

]
(4.82)

Ab µ2

Ac µ3

Aaµ1

Ad µ4

:− ig2
s

[
fabef cde(gµ1µ3gµ2µ4 − gµ2µ3gµ1µ4) + facef bde(gµ1µ2gµ3µ4 − gµ2µ3gµ1µ4)

+ fadef bce(gµ1µ2gµ3µ4 − gµ4µ2gµ3µ1)
]

(4.83)

Here all momenta are incoming by convention. For one-loop calculation one also needs the
Feynman rules for the ghosts resulting from the Fadeev-Popov Lagrangian (4.74)

←−−p
b a :

iδab
p2 + iε

, p1

c̄a

cb

Ac µ, gsf
abcpµ1 (4.84)

Here p1 is the incoming anti-ghost momentum. For each closed ghost loop, the diagram
has to be multiplied by (−1).

The vertex functions can be obtained from the interaction Lagrangian using the definition (3.159). For
instance, the three gluon vertex is obtained from

i

∫
d4x 〈0|LI(x)|gp1

a g
p2

b g
p3
c 〉 = (2π)4δ4(

∑
i

pi)V
(3)µ1µ2µ3
gagbgc

εµ1
(p1)εµ2

(p2)εµ3
(p3) (4.85)

There are six possibilities to contract the fields with the external states. One example looks like

igsf
lmngρµgνσ(∂ρAσl (x))Aµm(x)Aνn(x)|gp1

a g
p2

b g
p3
c 〉

∼ (igs)f
abcgρµgνσ(−ipρ1)gµ1σgµ2µgµ3νεµ1

(p1)εµ2
(p2)εµ3

(p3) (4.86)
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where we dropped the exponentials leading to the delta function. Adding the other contributions gives
the vertex function

V µ1µ2µ3
ggg = gs

[
fabcpµ2

1 gµ3µ1 + facbpµ3

1 gµ2µ1

+ f bacpµ1

2 gµ2µ3 + f bcapµ3

2 gµ1µ2 + f cabpµ1

3 gµ2µ3 + f cbapµ2

3 gµ3µ1

]
= −gsfabc

[
gµ1µ2(p1 − p2)µ3 + gµ2µ3(p2 − p3)µ1 + gµ3µ1(p3 − p1)µ2

] (4.87)

where the antisymmetry of the structure constants has been used in the last step.
In the four-gluon vertex there are 4× 3× 2× 1 = 24 possible contractions. A typical contribution is

− i
g2
s

4
f lmnfopngρµgνσA

µ
l (x)Aνm(x)Aρo(x)Aσp (x)|gp1

a g
p2

b g
p3
c g

p4

d 〉

⇒ −i
g2
s

4
fabef cdegµ1µ3gµ2µ4εµ1(p1)εµ2(p2)εµ3(p3)εµ4(p4) (4.88)

Adding all contributions gives the four-point vertex

V µ1µ2µ3µ4
gggg = −ig2

s

[
fabef cde(gµ1µ3gµ2µ4 − gµ2µ3gµ1µ4) + facef bde(gµ1µ2gµ3µ4 − gµ2µ3gµ1µ4)

+ fadef bce(gµ1µ2gµ3µ4 − gµ4µ2gµ3µ1)
] (4.89)

where the factor of 1/4 has canceled against the twenty-four possible contractions, leaving six different

structures in the vertex.

4.4 Evaluation of colour factors

An additional complication of calculation in QCD compared to QED is the presence of
the SU(3) generators T a and the structure constant fabc in the Feynman rules. Since the
colour quantum number is not observed, one sums over final-state colour and averages over
initial-state colour, analogously to the treatment of spin for unpolarized cross sections.
These sums lead to the appearance of colour factors in QCD calculations, that we will
define here. We will initially consider the group SU(Nc) and set the number of colours
Nc → 3 in the end.

Casimir operators

The operator T aT a commutes with all generators:

[(T aT a), T b] = T a[T a, T b] + [T a, T b]T a = ifabc (T aT c + T cT a) = 0 (4.90)

since the structure constants are antisymmetric. An operator that commutes with all
generators is called a Casimir operator. It can be shown that a Casimir operator is
proportional to the unit matrix in an irreducible representation,

(T(R)aT(R)a) = CR1 (4.91)
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where usually the number CR is called the quadratic Casimir of the representation
R.

Comparing to the definition of the index of a representation (4.92),

tr(T(R)aT(R)b) = TRδab. (4.92)

one has the relation

tr(Ta(R)aT(R)a) = CR dim(R) = TR dim(G) (4.93)

This can be used to compute the quadratic Casimir of the fundamental representation,
C3 ≡ CF :

CFNc = TF dim(G) =
1

2
(N2

c − 1) (4.94)

i.e.

CF =
N2
c − 1

2Nc

=
4

3
(4.95)

For the adjoint representation one obtains

CA = TA (4.96)

The explicit value is given by (⇒ exercise)

CA = Nc = 3 (4.97)

An alternative derivation follows from a general relation for quadratic Casimir operators that can be
obtained from the decomposition of the tensor product

R⊗R′ = R1 ⊕R2 · · · =
∑
α

Rα (4.98)

and the expression (4.47) for the generator in the product representation:

T(R⊗R′) = T(R) ⊗ 1(R′) + 1(R) ⊗T(R′) (4.99)

Therefore
tr[T(R⊗R′)T(R⊗R′)] = (CR + CR′) tr[1(R′) ⊗ 1(R′)]︸ ︷︷ ︸

dim(R)×dim(R′)

+2 tr[T(R) ⊗T(R′)]︸ ︷︷ ︸
tr[T(R)] tr[T(R′)]=0

(4.100)

since the generators are traceless. On the other hand the direct sum of representations on the right-hand
side of (4.98) has the generator T(R1) 0 . . .

0 T(R2) 0 . . .

0 0
. . . 0 . . .

 (4.101)

so that

tr[T(R⊗R′)T(R⊗R′)] =
∑
α

trT(Rα)2
=
∑
α

CRαdim(Rα) = (CR + CR′)dim(R)dim(R′) (4.102)
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This allows to compute the quadratic Casimir of a representation in the decomposition into irreducibles,
if all the others are known. The simplest example is the decomposition 3 ⊗ 3̄ = 1 ⊕ 8. Since the group
acts trivially on the singlet representation, the generators are vanishing and therefore C1 = 0. This gives
for the quadratic Casimir of the adjoint, C8 ≡ CA:

CA =
2CF

dim(8)
dim(3) dim(3̄) = 3 = Nc (4.103)

Colour Fierz identity

Strings of generators can be simplified using the colour Fierz identity (derived as home-
work):

T a,ijT
a,k

l =
1

2

(
δilδ

k
j −

1

Nc

δijδ
k
l

)
(4.104)

Sometimes it is useful to represent this identity graphically:

T a ijT
a k
l

i

j

l

k

⇒ 1

2
δilδ

k
ji

j

l

k

− 1

2Nc
δijδ

k
l

i

j

l

k

(4.105)

These diagrams are similar to Feynman diagrams but only denote the SU(3) structure,
not the propagators, Dirac matrices and spinors.

As an application, we can simplify a string of three generators:

(T aT bT a)ij = T b,kl T a,ik T a,lj︸ ︷︷ ︸
= 1

2
(δijδ

l
k−

1
Nc
δikδ

l
j)

= − 1

2Nc

T b,ij (4.106)

where the tracelessness of the generators was used in the last step. This derivation can be
represented diagrammatically as

=
1

2
− 1

2Nc

= − 1

2Nc

4.5 Examples

4.5.1 Quark-antiquark potential

Electron-positron scattering in QED

e−(p1)

e+(p2)

e−(k1)

e+(k2)

=
−i(ie)2

(p1 − k1)2
(v̄(p2)γµv(k2))(ū(k1)γµv(p1)) (4.107)
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It can be shown that in the non-relativistic limit this expression can be interpreted as
the quantum-mechanical amplitude for scattering in an attractive Coulomb potential in
momentum space (see e.g. [3]):

V (~q) =
−e2

|~q|2
. (4.108)

As the analogous case in QCD, consider the amplitude for quark-antiquark scattering:

qi(p1)

q̄j(p2)

qk(k1)

q̄l(k2)

=
−i(igs)

2

(p1 − k1)2
(v̄(p2)T a,lj γµv(k2))(ū(k1)T a,ik γµv(p1)) (4.109)

Comparing to the QED case, we see that in the non-relativistic limit there is a colour-
dependent quark-antiquark potential

V li
kj(~q) = T a,lj T a,ik︸ ︷︷ ︸

≡Clikj

−g2
s

|~q|2
(4.110)

There are two possible colour states of qq̄ pair since 3⊗ 3̄ = 1⊕ 8. In the singlet state,
the quark-antiquark wave-function is given by

|qq̄〉S ∝ δij |qiq̄j〉 , (4.111)

up to normalization. The potential for the singlet state is therefore obtained by contracting
the indices of the incoming quark-antiquark pair:

C li
kjδ

j
i = (T aT a)lk = CF δ

l
k (4.112)

The colour octet state of the quark-antiquark pair is of the form

|qq̄〉a8 ∝ T a,ij |qiq̄j〉 (4.113)

This form of the state can be understood from the fact that a quark-antiquark pair in an
octet state can be produced from a gluon splitting ga → qiq̄

j where the quark gluon vertex
involves the generator T aj

i. The potential for the octet state is obtained as

C li
kjT

a,i
j = (T bT aT b)lk = − 1

2Nc

T a,lk (4.114)

Therefore the potential for a quark-antiquark pair in the representation R can be written
as

V (R)(~q) =
−g2

s

|~q|2
C(R) (4.115)
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with

C(R) =

{
CF R = 1 (attractive)

− 1
2Nc

R = 8 (repulsive)
(4.116)

For the singlet representation the potential has the same sign as the electron-positron
potential in QED, i.e. it is attractive, while the potential for colour-octet states is repulsive.
This is consistent with the observation that only colour-singlet bound states are observed
in nature (although of course it is far from a proof).

For bound-states of bottom quarks and for the production of non-relativistic top quarks,
the above potential can be used for the (leading-order) computation of the bound-state
spectrum or the scattering amplitudes.

Formally one can introduce projectors on the colour singlet and octet states

P
(1),li
kj =

1

Nc
δlkδ

i
j

P
(8),li
kj =

1

TF︸︷︷︸
=2

T ak
lT aj

i (4.117)

These are projectors normalized such that P (R)P (R′) = δRR′ and satisfy

P
(8),li
kj + P

(1),li
kj = δljδ

i
k (4.118)

as can be seen using the colour-Fierz identity. Inserting this resolution of the identity, the potential can
be decomposed into the singlet and octet parts:

V (~q) =
∑
R

V (R)(~q)P (R) (4.119)

4.5.2 qq̄ → gg: Gauge invariance and ghosts

The partonic scattering qq̄ → gg is analogous to the QED process qq̄ → γγ, but includes
an additional diagram because of the three-gluon vertex:

q̄

q

g

g

+

q̄

q

g

g

+

q̄

q

g

g

The t- and u-channel diagrams differ from the QED counterparts only by the colour ma-
trices:

iMt+u =

q(p1)

q̄(p2)

g(k1)

g(k2)

+

q(p1)

q̄(p2)

g(k1)

g(k2)

= (igs)
2v̄(p2)

[
T b,kj /ε∗2

i

/p1 − /k1 −me

T a,ik /ε∗1 + /ε∗1T
a,k
j

i

/p1 − /k2 −me

T b,ik /ε∗2

]
u(p1)

(4.120)
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The s-channel diagram reads

iMs =

q(p1)

q̄(p2)

g(k1)

g(k2)

=v̄(p2)(−igs)T
c,i
j γµu(p1)

−i

(p1 + p2)2
×

gsf
abc[(ε∗1 · ε∗2)(k1 − k2)µ + εµ∗2 (2k2 + k1) · ε∗1 − ε

µ∗
1 (2k1 + k2) · ε∗2]]

=v̄(p2)(−igs)T
c,i
j γµu(p1)

−i

(p1 + p2)2
×

gsf
abc[(ε∗1 · ε∗2)(k1 − k2)µ + 2εµ∗2 (k2 · ε∗1)− 2εµ∗1 (k1 · ε∗2)]]

(4.121)

Here we have used the transversality of polarization vectors εi · ki = 0, and momentum
conservation to simplify the three-gluon vertex.

Ward identity

As in QED (3.192), the amplitude must satisfy a Ward identity

M = εµλ(p)(∗) M̃µ(p) ⇒ pµ M̃µ(p) = 0, (4.122)

Following the discussion given for e−e+ → γγ (3.194) one finds for the two quark-exchange
diagrams

iM̃t+u,µk
µ
1 = (−igs)

2v̄(p2)i/ε∗2
[
−(T bT a)ij + (T aT b)ij

]
u(p1)

= −(−igs)
2fabcT c,ij v̄(p2)/ε∗2u(p1)

(4.123)

The s-channel gluon exchange diagram gives

iM̃s,µk
µ
1 = v̄(p2)(−igs)T

c,i
j γµu(p1)

−i

(p1 + p2)2
×

gsf
abc[−(k1 · ε∗2)(k1 + k2)µ + 2εµ∗2 (k2 · k1)]]

= (−igs)
2fabcT c,ij v̄(p2)

[
−(/p1 + /p2)

2(p1 · p2)
(k1 · ε∗2) + /ε∗2

]
u(p1)

= (−igs)
2fabcT c,ij v̄(p2)/ε∗2u(p1)

= −iM̃t+u,µk
µ
1

(4.124)

where momentum conservation and the Dirac equation was used. Therefore the Ward
identity is satisfied if all three diagrams are added up:

kµ1M̃s+t+u,µ = 0. (4.125)
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• For the Ward identity to hold, it is necessary that the same coupling constant gs
appears in the quark-gluon and the triple-gluon vertex, and that the matrices T a in
the quark-gluon vertex satisfy a Lie-algebra with the constants fabc in the three-gluon
vertex as structure constants.

Based on these observations, one can show that non-abelian gauge theories are the
only consistent, renormalizable, theories of self-interacting massless vector bosons.

• In the proof of the Ward identity it was necessary to use the Dirac equation for the
external quark lines and the transversality of the gluon polarization vector ε2.

• Since the second polarization vector had to be transverse, it is not possible to drop
the terms proportional to the momentum in the polarization sum of the gluons for
processes with more than one external gluon:∑

λ

εµλε
ν∗
λ = −gµν +

pµnν + nµpν

(p · n)
; −gνν (4.126)

Relation to ghost diagrams

We consider the “reduced” amplitude obtained by removing both of the gluon polarization
vectors:

M = εµ∗(k1)εν∗(k2)M̃µν (4.127)

The only modification in the previous check of the Ward identity appears in the s-channel
gluon diagram where the term previously omitted because of k2 · ε2 = 0 has to be kept:

iM̃µνk
µ
1 = v̄(p2)(−igs)T

c,i
j γµu(p1)

−i

(p1 + p2)2
(−gsfabckµ1k2,ν) (4.128)

From the ghost Feynman rules one finds the matrix element for the (unphysical) “process”
qq̄ → c̄a(k1)cb(k2):

iMck1
c̄k2

=

q(p1)

q̄(p2)

c(k1)

c̄(k2)

= v̄(p2)(−igs)T
c,i
j γµu(p1)

−i

(p1 + p2)2
(−gsf backµ1 ) (4.129)

Therefore one finds that the violation of the WI for the reduced amplitude is proportional
to the ghost diagram:

M̃µνk
µ
1 = −k2,νMck1

c̄k2
(4.130)

This identity can be derived from the BRST invariance of the gauge-fixed Lagrangian
mentioned above. Similarly one finds

M̃µνk
ν
2 = −k1,νMck2

c̄k1
(4.131)
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Using the relation to ghost diagrams, the sum over gluon polarizations can be simplified
according to∑
λ1λ2

M̃µνε∗1,µε
∗
2,νε1,ρε2,σM̃ρσ,∗ = M̃µν(−gµρ)

(
−gνσ +

k2,νnσ + nνk2σ

(k2 · n)

)
M̃ρσ,∗

= M̃µνM̃∗
µν +Mck2

c̄k1

k1,ρnσ
(k2 · n)

M̃ρσ,∗ + M̃µν nρk1,σ

(k2 · n)
M∗

ck2
c̄k1

= M̃µνM̃∗
µν −Mck2

c̄k1
M∗

ck1
c̄k2
−Mck1

c̄k2
M∗

ck2
c̄k1

(4.132)
Therefore, instead of replacing

∑
λ ε

µ
λε
ν∗
λ ⇒ −gνν as in QED, one either needs to keep

the full polarization sum (3.101) or add additional ghost diagrams. The third alternative,
advertised already in Section 3.5.2 and developed in Part II, is to compute amplitudes for
a given gluon helicity and sum the results over the different helicity combinations.
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Chapter 5

Applications of the Parton model

In this chapter we will first discuss three classic applications of the parton model:

• e−e+ → hadrons

e−

e+

X

• DIS: e−P → e− +X,

P

e−

X

e−

• Drell-Yan: PP → `−`+ +X.

P

P

`+

`−

X

These processes are closely related: they are induced by the electromagnetic interaction at
leading order, the diagrams are related by crossing, a sum is performed over the unidentified
hadronic final states. The processes differ by the presence of one or two identified hadrons
in the initial state for DIS and DY.

As an example for partonic scattering processes induced by QCD at leading order, we
subsequently discuss dijet production, in particular quark-antiquark scattering.

73
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5.1 e−e+ → Hadrons

As discussed in Section 2.3 the process e−e+ → Hadrons is an important test of QCD and
allows to infer the number of quark colours by measuring the so-called R-ratio σ(e+e− →
Hadrons)/σ(e+e− → µ+µ−). We here give a field-theoretic derivation of an expression for
the total cross section that forms the basis for an analysis in QCD and justifies the naive
treatment given in Section 2.3.

5.1.1 Electromagnetic quark current

The interaction Lagrangian of quarks with the electromagnetic field can be written as:

Lint = −eAµjµq (5.1)

with the electromagnetic current of the quark fields Qi with charges qi:

jµq =
∑
i

qiQ̄iγ
µQi =

[
−1

3
D̄γµD +

2

3
ŪγµU + . . .

]
(5.2)

For expectation values involving quark states, the expectation value of the current is
evaluated simply, e.g. at leading order

〈u(k1)ū(k2)|jµq (x)|0〉 =
2

3
(ū(k1)γµv(k2)) ei(k1+k2)·x (5.3)

Expectation values with hadronic states X, 〈X(pX)|jµq (x)|0〉 cannot be evaluated in per-
turbation theory.

Acting on the current with the translation operator,

e−iP ·xjµq (0)eiP ·x = jµq (x) (5.4)

one has the identity

〈X(pX)|jµq (x)|Y (pY )〉 = e−i(px−pY )·x 〈X(pX)|jµq (0)|Y (pY )〉 (5.5)

5.1.2 Total cross section

At leading order in QED, but all orders in the strong interactions, the matrix element to
produce a particular hadronic final state X in e−e+ collisions can be written as

iM =
γ(q)

e−(p1)

e+(p2)

X= (−ie)2 〈X|jq,µ(0)|0〉 −igµν

q2 + iε
(v̄λ2(p2)γνuλ1(p1)). (5.6)
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In the full standard model of particle physics, there is also a Z-boson exchange diagram,
which will be neglected here. After the same steps as for e−e+ → µ−µ+ one finds for the
spin-averaged squared matrix element

|Me−e+→X |2 =
e4

4s2
〈0|jq,ν(0)|X(kX)〉 〈X(kX)|jq,µ(0)|0〉 tr[/p2γ

µ/p1γ
ν ]︸ ︷︷ ︸

≡4Lµν

(5.7)

with the so-called “leptonic tensor”

Lµν = pµ1p
ν
2 + pµ2p

ν
1 − (p1 · p2)gµν (5.8)

The lepton tensor is transverse,

qµL
µν = pν2(q · p1) + pν1(q · p2)− (p1 · p2)qν = (p1 · p2)(pν1 + pν2 − qν) = 0 (5.9)

where q = p1 + p2, and using p2
1 = p0

2 for massless electrons.
The cross-section summed over all hadronic final states gives

σ =
1

2s

∑
X

∫
dφ̃X(2π)4δ4(p1 + p2 − kX)|Me−e+→X |2

=
e4

2s3
WµνL

µν

(5.10)

with the so-called hadronic tensor

Wµν =
∑
X

∫
dφ̃X(2π)4δ4(q − kX) 〈0|jq,ν(0)|X(kX)〉 〈X(kX)|jq,µ(0)|0〉 . (5.11)

We have separated the delta function from the phase-space integral by defining dφX =
dφ̃X(2π)4δ4(p1 + p2 − kX).

Writing

(2π)4δ4(q − kX) =

∫
d4xe−ix·(q−kX) (5.12)

and using
eix·kx 〈0|jq,ν(0)|X(kX)〉 = 〈0|jq,ν(x)|X(kX)〉 (5.13)

the hadronic tensor can be written as

Wµν(q) =

∫
d4xe−iq·x

∑
X

∫
dφX 〈0|jq,ν(x)|X(kX)〉 〈X(kX)|jq,µ(0)|0〉

=

∫
d4xe−iq·x 〈0|jq,ν(x)jq,µ(0)|0〉 ,

(5.14)

where the completeness relation of the hadronic states∑
X

∫
dφX |X〉 〈X| = 1 (5.15)
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was used. The expression (5.14) is the basis for a computation of the cross-section for
e−e+ → hadrons in QCD. One can argue that for q → ∞ the expectation value of the
currents is dominated by the region x→ 0 where perturbation theory in QCD is reliable.
Note that the dependence on the hadronic states |X〉 only drops out in the inclusive cross
section e−e+ → hadrons where one sums over all hadronic final states.

Current conservation ∂µj
µ = 0 implies that the hadronic tensor satisfies

qµW
µν(q) = 0. (5.16)

Since it can only depend on q, it must have the structure

W µν(q) = W (q2)(qµqν − gµνq2). (5.17)

The cross section becomes

σ =
e4

2s3
W (q2)q2(−gµνLµν)

=
8π2α2

s
W (s)

(5.18)

since
Lµµ = (2− gµµ)(p1 · p2) = −q2 = −s (5.19)

Recall that the the R-ratio has been introduced in (10.112)

R =
σ(e+e− → Hadrons)

σ0(e+e− → µ+µ−)
. (5.20)

Here we normalize by the leading-order cross-section for e+e− → µ+µ− formν → 0 (3.171):1

σ0(e+e− → µ+µ−) =
4πα2

3s
. (5.21)

One therefore gets an expression of the R-ratio to all orders in the strong interactions:

R(q2) = 6πW (q2) = −2π

q2

∫
d4xe−iq·x 〈0|jµq (x)jq,µ(0)|0〉 (5.22)

For a perturbative evaluation, one can introduce a complete set of partonic final
states

{|x〉} = {|qq̄〉 , |qq̄g〉 , |qq̄gg〉 , |qq̄qq̄〉 , . . . } (5.23)

R(q2) = 6πW (q2) = −2π

q2

∫
d4xe−iq·x

∑
x

∫
dΦx 〈0|jµq (x)|x〉 〈x|jq,µ(0)|0〉 (5.24)

At leading order only the first term |x〉 = |qq̄〉 contributes and one recovers the “naive
quark model” prediction discussed in Section 2.3.

1Sometimes the normalization is performed with respect to the full e+e− → µ+µ− cross section. The
use of the LO cross section here corresponds to the PDG convention.
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5.2 DIS

We are interested in the “inclusive” cross section for the process

e−p→ e−X

where X denotes the complete hadronic final state.

P (p)

e−(k)

X(p′)

e−(k′)

As sketched in Section 2.2, in the parton model the parton i carries a momentum fraction
ξi of the proton momentum p:

pµi = ξip
µ. (5.25)

In the naive parton model, the cross section for deep-inelastic electron-proton scattering
in the Bjorken limit

Q2 →∞ with x =
Q2

p · q
= fixed (5.26)

is written as a incoherent sum over “partonic cross sections” convoluted with parton dis-
tribution functions fi(ξ)

σ(e−p→ e−X) =

∫ 1

0

dξ
∑
i

fi(ξ) σ̂(e−qi → e−qi) (5.27)

where the sum is over the quark flavours i. We here give a more detailed discussion of
DIS in the naive parton model and then perform a general field-theoretical analysis which
forms the basis of the treatmet of DIS in QCD. We will parametrize the cross section in
terms of momentum transfer Q2 and the dimensionless variables x and y:

Q2 = −(k − k′)2 x =
Q2

2(p · q)
y =

p · (k − k′)
(k · p)

(5.28)

DIS cross section in the naive parton model

We first discuss the partonic cross section for quark-electron scattering in order to obtain
the parton-model prediction for the cross section (5.27).

q(pi)

e−(k)

q(p′i)

e−(k′)
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The calculation for e−q → e−q is analogous to eµ− → e.µ−. The differential cross section
can be written as

dσ̂eq
dQ2

=
2πα2q2

i

Q4

[
1 + (1− y)2

]
(5.29)

The Bjorken variable x is related to the momentum fraction of the quark by

x =
Q2

2(p · q)
= ξi

(k · k′)
(pi · q)

= ξi (5.30)

so we can write
dσ̂eq

dQ2dx
=

2πα2q2
i

Q4

[
1 + (1− y)2

]
δ (x− ξi) . (5.31)

The parton-model prediction for the double-differential DIS cross section is therefore

dσeP
dQ2dx

=
∑
i

fi(x)
2πα2q2

i

Q4

[
1 + (1− y)2

]
, (5.32)

where the relation of y to Q2 is given by

y =
(p · q)
(k · p)

=
(pi · q)
(k · pi)

=
2(pi · q)

ŝ
=
Q2

xs
. (5.33)

Details of the calculation:

• Spin averaged matrix element in the limit me,mq → 0

|M|2 =
e4q2

i

4Q4
tr[((/p′i +mq)γµ(/pi +mq)γν ] tr[(/k +me)γ

µ(/k′ +me)γ
ν ]

=
8e4q2

i

Q4
[(k′ · p′i)(k · pi) + (k · p′i)(pi · k′)]

=
8e4q2

i

Q4
(k · p)2

1 +
(k · p′i)(pi · k′)

(k · p)2︸ ︷︷ ︸
(1−y)2


(5.34)

where momentum conservation has been used in the form (k − p′i)2 = (pi − k′)2.

• “Partonic” cross-section:
dσ̂eq

dφd cos θ
=

1

2ŝ

1

8(2π)2
|M|2

=
α2q2

i

Q4

ŝ

2

[
1 + (1− y)2

] (5.35)

where the “partonic centre of mass energy”

ŝ = (pi + k)2 = 2(pi · k) = xs (5.36)

was introduced. In the centre-of-mass frame

Q2 = −(k − k′)2 = 2k · k′ = 2E2(1− cos θ) =
ŝ

2
(1− cos θ) (5.37)



5.2. DIS 79

Field-theoretic treatment

We now derive a general parametrization of the DIS cross section, which holds to all orders
in the strong interactions and which allows to compute radiative corrections to the parton-
model result. In analogy to e−e+ → hadrons, the matrix element for the production of a
particular final state X can be written as

iM = (−ie)2 〈X|jq,µ(0)|P (p)〉 −igµν

p2 + iε
(ūσ1(k′)γνuλ1(k)). (5.38)

Squared and spin-averaged matrix element

|M|2 =
e4

4Q4
〈P (p)|jq,ν(0)|X(pX)〉 〈X(pX)|jq,µ(0)|P (p)〉 tr[/kγµ/k′γν ]︸ ︷︷ ︸

4Lµν

(5.39)

where the Lepton tensor is now given by

Lµν = kµk′
ν

+ k′
µ
kν − (k · k′)gµν . (5.40)

The DIS cross section is obtained by summing over all hadronic final states

dσ =
1

2s

∑
X

dφ̃X

(
d3k′

(2π)3(2k′0)

)
(2π)4δ(p+ k − k′ − kX)|M|2

=
1

2s

(
d3k′

(2π)3(2k′0)

)
(2π)e4

Q4
LµνWµν .

(5.41)

Here the hadronic tensor has been introduced:

Wµν(q, p) =
1

2π

∑
X

dφ̃X 〈P (p)|jq,ν(0)|X(kX)〉 〈X(kX)|jq,µ(0)|P (p)〉 (2π)4δ4(p+ q − kX)

=
1

2π

∫
d4xe−iq·x

∑
X

∫
dφX 〈P (p)|jq,ν(x)|X(kX)〉 〈X(kX)|jq,µ(0)|P (p)〉

=
1

2π

∫
d4xe−iq·x 〈P (p)|jq,ν(x)jq,µ(0)|P (p)〉 .

(5.42)
As in the case of e−e+ → hadrons, current conservation implies that the hadronic tensor
must satisfy qµW

µν(q, p) = 0. Further, for the unpolarized case discussed here, the hadronic
tensor is symmetric, W µν(q, p) = W νµ(q, p), as the leptonic tensor. It can be shown (⇒
homework) that the hadronic tensor is determined by two coefficient functions F1/2:

Wµν(q, p) = F1

(
−gµν +

qµqν

q2

)
+

F2

(p · q)

(
pµ − qµ (p · q)

q2

)(
pν − qν (p · q)

q2

)
. (5.43)

The so-called structure functions Fi can depend on the Lorentz invariants q2 = −Q2,
p2 = m2

P and q · p = xQ2. Suppressing the proton mass, they therefore depend on two
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parameters, F1/2(x,Q2). The double-differential cross section expressed in terms of the
structure function is found to be

dσeP
dQ2dx

=
2πα

Q4

1

x

[
xy2F1(x,Q2) + F2(x,Q2)(1− y)

]
. (5.44)

Comparing to the parton model result (5.32) relates the structure functions to the parton
distribution functions:

F1(x,Q2) = x
∑
i

q2
i fi(x) , F2(x,Q2) =

1

2

∑
i

q2
i fi(x) , (5.45)

The relation
F2(x,Q2) = 2xF1(x,Q2) (5.46)

is called the Callen-Gross relation. It results from the spin 1/2 nature of the quarks,
since the parton-model result was obtained (5.32) under this assumption. It can be shown
that for a scalar parton F1 = 0. Instead of comparing to the cross section in the naive
parton model (5.32), the Callen-Gross relation (5.32) and the independence of the structure
functions of Q2 at leading order (Bjorken scaling) can be obtained using an analysis of the
hadronic tensor (5.42) and evaluating the operator product jµq (x)jνq (0) in the limit x→ 0
for free quarks. This framework also allows the computation of radiative corrections in full
QCD. Taking these corrections into account, Bjorken scaling and the Callen-Gross relation
receive calculable higher-order corrections. In particular, the PDFs have to be taken as
scale dependent, fi(x,Q

2).

Derivation of the cross section

The double-differential cross section with respect to E′ = k′
0

and cos θ can be written as

dσ

dE′d cos θ
=

1

2s

e4

Q4

E′

4π
LµνWµν . (5.47)

In the proton rest frame,

Q2 = 2(k · k′) = 2EE′(1− cos θ) , x =
Q2

2(p · q)
=
EE′(1− cos θ)

mP (E − E′)
. (5.48)

Using these expressions, the Jacobian is calculated as∣∣∣∣ ∂(Q2, x)

∂(E′, cos θ)

∣∣∣∣ =
2xEE′

E − E′
=

2x

y
E′, (5.49)

since in the rest frame

y =
(p · q)
(k · p)

=
E − E′

E
. (5.50)

The double-differential cross section with respect to the Lorentz invariants x and Q2 is found to be:

dσ

dQ2dx
=

1

2s

e4

Q4

1

8π

y

x
LµνWµν . (5.51)
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Evaluating the cross section now in the infinite momentum frame, m2
e,m

2
P → 0, the contraction of the

leptonic and hadronic tensors is calculated as

LµνW
µν = −q2F1 +

(p · k)(p · k′)
(p · q)

F2

=
2s

y

[
xy2F1 + F2(1− y)

]
.

(5.52)

We finally obtain the expression for the double-differential cross section

dσ

dQ2dx
=

2πα

Q4

1

x

[
xy2F1 + F2(1− y)

]
. (5.53)

5.3 The Drell-Yan process

A classic example for a scattering process in proton-proton or proton-antiproton collisions
is the process of di-lepton production,

P (p1)P (p2)→ `−(k1)`+(k2) +X(kX) (5.54)

Similarly to e−e+ → hadrons, the matrix element can be written in terms of an expectation
value of the electromagnetic current:

iM =

P

P

`+

`−

X

= (−ie)2(ūλ1(k1)γνvλ1(k2))
−igµν

q2 + iε
〈X(kX)|jq,µ(0)|P (p1)P (p2)〉

(5.55)
Following the derivation of the cross sections in the previous examples one can write the
differential cross-section in the form

dσ =
1

2s

∏
i=1,2

(
d3ki

(2π)3(2ki
0)

)
4e4

q4
LµνWµν (5.56)

where the hadronic and leptonic tensors are now given by

Wµν =

∫
d4xe−i(k1+k2)·x 〈P (p1)P (p2)|jq,ν(x)jq,µ(0)|P (p1)P (p2)〉 ,

Lµν = kµ1k
ν
2 + k2

µkν1 − (k1 · k2)gµν .

(5.57)

In the centre-of-mass frame of the lepton pair, one can compute the integral of the leptonic
tensor over the relative angle between the leptons:∫

dφ12d cos θ12L
µν =

4π

3
(−q2gµν + qµqν). (5.58)

Because of current conservation, only the term proportional to gµν contributes to the
contraction of the hadronic tensor.
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This gives the cross section with respect to the invariant mass of the lepton pair Q2 =
(k1 + k2)2 as

dσ

dQ2
=

1

s

α2

Q2

4π

3
W (Q2, τ) (5.59)

with

τ =
Q2

s
(5.60)

and

W (Q2, τ) =
1

(2π)4

∫
d4qδ(q2 −Q2)θ(q0)(−gµνWµν) (5.61)

Starting from this expression it has been shown, that in the limit s → ∞, τ = const.
the hadronic tensor factorizes in a convolution of the PDFs fi(x) and hard-scattering
coefficient functions Hij:

W (Q2, τ) =

∫ ∑
ij

dx1

x1

fi(x1)

∫
dx2

x2

fj(x2)Hij(τ/x1x2, Q
2) (5.62)

The PDFs are universal, i.e. the same functions as those appearing in DIS. The formula
for the cross section can be written in the form

dσ

dQ2
=

∫
dx1dx2fi(x1)fj(x2)

dσ̂ij(`
+`− +X)

dQ2
(5.63)

with the partonic cross section

dσ̂ij(`
+`− +X)

dQ2
=

1

ŝ

α2

Q2

4π

3
Hij(τ/x1x2, Q

2) (5.64)

with the partonic centre-of-mass energy ŝ = x1x2s. This factorization of the cross
section can be represented graphically as

P

P

`−
`+

At leading order, only initial-state quarks contribute, and lepton pair is produced at
a fixed invariant mass Q2 = ŝ. The total partonic cross section is identical to that of
e−e+ → µ−µ+, up to the quark charge qq and a factor of 1/Nc because of the average of
the initial-state quark colours:

dσ̂qq̄(`
+`−)

dQ2
=

4πα2q2
q

3Q2

1

Nc

δ(ŝ−Q2) =
4πα2q2

q

3Q2

1

Nc

1

s
δ(x1x2 − τ) (5.65)

From comparison to the general expression for the partonic cross section (5.64) one gets
the leading-order expression of the hard coefficient,

Hqq̄ =
1

Nc

τδ(x1x2 − τ) (5.66)
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5.4 Dijet cross sections

There are four classes of partonic processes contributing to “dijet” production at hadron
colliders,

pp→ jj, (5.67)

qq̄ → qq̄

q̄

q

q̄′

q′

+

q̄′

q

q̄′

q

(5.68)

qq → qq

q′

q

q′

q

+

q′

q

q

q′

(5.69)

qq̄ → gg and crossed processes qg → qg, q̄g → q̄g, gg → q̄g

q̄

q

g

g

+

q̄

q

g

g

+

q̄

q

g

g

(5.70)

gg → gg

g

g

g

g

+

g

g

g

g

+

g

g

g

g

+

g

g

g

g

(5.71)

The leading-order prediction for dijet production is then obtained by convoluting the
partonic cross section with the PDFs and summing over all initial- and final-state partons

dσ(pp→ jj) =

∫
dx1dx2

∑
i,j,k,l

fi(x1)fj(x2)dσ̂(ij → kl) (5.72)
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where i, j, k, l ∈ {qi, q̄i, g}.
In practice one also needs a precise definition of a “jet” since two partons can become

soft or collinear to each other so that they have to be combined into the same jet.
The computation of these cross sections for all channels using the Feynman rules and

the textbook methods (squaring the amplitude, computing all interference terms using
completeness relations) is “straightforward but tedious”. We will only discuss the quark-
antiquark subprocesses here in order to illustrate new features of QCD compared to QED.
The computation of all cross sections will be much simpler using the spinor-helicity method
discussed in Part II

5.4.1 Four-quark processes

The first of the two diagrams in (5.68) can only occur if the flavour of the incoming
(outgoing) quark and antiquark are the same, the second one only if the incoming and
outgoing quark (antiquark) have the same flavour. Therfore the matrix element can be
written in the form

M(qαq̄β → qγ q̄δ) =

q̄β

qα

q̄γ

qγ

+ (−1)

q̄β

qα

q̄γ

qγ

= δαβδγδMs − δαγδβδMt

(5.73)

The relative minus sign in the t-channel diagram arises from the exchange of an external
fermion line.

The only difference of the s and t-channel matrix element compared to the QED matrix
elements for e−e+ → µ−µ+ and e−µ+ → e−µ+ is given by the colour matrices:

iMs = (−igs)
2(ūj1σ1

(k1)T a,j2j1
γµvj2σ2(k2))

−i

(p1 + p2)2 + iε
(v̄i2λ2

(p2)T a,i1i2
γµui1λ1(p1))

≡ T a,j2j1
T a,i1i2

iM̃s (5.74)

iMt = (−igs)
2(v̄i2λ2

(p2)T a,j2i2
γµvj2σ2(k2))

−i

(p1 − k1)2 + iε
(ūj1σ1

(k1)T a,i1j1
γµui1λ1(p1))

≡ T a,j2i2
T a,i1j1

iM̃t (5.75)

Assuming n` light flavours are not distinguished in the experiment (usually n` = 4 or
n` = 5) the squared matrix element gives

|Mαβ|2 ≡
∑
γ,δ

|M(qαq̄β → qγ q̄δ)|2 = δαβn`|Ms|2 + |Mt|2 − 2δαβReM∗
sMt (5.76)

The initial-state flavours have to be kept fixed because every quark flavour has a different
PDF.
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Since the colour quantum number cannot be observed, the matrix elements are averaged
over initial-state colours and summed over final-state colour, in analogy to the treatment of
spin for unpolarized cross sections in (3.173). The square of the s-channel matrix element
gives

|Ms|2 ≡
1

Nc

1

Nc

1

4

∑
colour,spins

|Ms|2

=
1

N2
c

T a,j2j1
T a,i1i2

(T b,j2j1
T b,i1i2

)∗
1

4

∑
spins

|M̃s|2
(5.77)

Using the fact that the generators are hermitian, (T a,ij )∗ = T a,ji the colour factor simplifies

T a,j2j1
T a,i1i2

T b,j1j2
T b,i2i1

= (trT aT b)2 = T 2
F δabδab =

N2
c − 1

4
(5.78)

The same colour factor appears in the squared t-channel matrix element. For equal quark
flavours, there is also the interference term:

M∗
sMt =

1

N2
c

T a,j2i2
T a,i1j1

T b,i2i1
T b,j1j2

1

4

∑
spins

M̃∗
sM̃t (5.79)

The colour factor for this contribution can be evaluated using (4.106) and (4.92)

tr[T aT bT aT b] = − 1

2Nc

tr[T bT b] = − 1

2Nc

δbbTF = −N
2
c − 1

4Nc

= −2

3
(5.80)

The spin-averaged squared “colour-stripped” matrix elements M̃s/t are given by the
same expressions as the QED matrix elements for e−e+ → µ−µ+ and e−µ+ → e−µ+

in (3.180) and (3.187), up to the replacement of the coupling constants, e→ gs:

|M̃s|2 =
4g4

s

s2
2 [(p1 · k1)(p2 · k2) + (p1 · k2)(k1 · p2)] =

2g4
s

s2
(t2 + u2)

|Mt|2 =
4g4

s

t2
2 [(p1 · p2)(k1 · k2) + (p1 · k2)(k1 · p2)] =

2g4
s

t2
(s2 + u2)

(5.81)

The squared interference term gives:

M̃∗
sM̃t =

g4
s

4st
tr[/k1γµ/p1γν/p2γ

µ/k2γ
ν ] = −2g4

s

u2

st
(5.82)

Using the identities

γµγ
νγργµ = 4gνρ , γµγ

νγργσγµ = −2γσγργν (5.83)

the computation of the Dirac trace simplifies to

tr[/k1γµ/p1γν/p2γ
µ/k2γ

ν ] = −2 tr[/k1γµ/p1/k2γ
µ/p2] = −8(p1 · k2) tr[/k1/p2]

= −32(p1 · k2)(k1 · p2) = −8u2 (5.84)
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The complete result is therefore

|Mαβ|2 = 2g4
s

N2
c − 1

4N2
c

{
s2 + u2

t2
+ δαβ

[
n`

(
t2 + u2

s2

)
− 2

Nc

u2

st

]}
(5.85)

The partonic cross section can be written as

dσ̂

dt̂
=

2

ŝ

dσ̂

d cos θ
=

1

ŝ2

1

8(2π)
|M|2 =

2

9

2πα2
s

ŝ2

{
s2 + u2

t2
+ δαβ

[
n`

(
t2 + u2

s2

)
− 2

3

u2

st

]}
(5.86)

where t̂ = (p1 − k2)2 = 2EE ′(1− cos θ) = ŝ
2
(1− cos θ).
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Chapter 6

Spinor-helicity methods

Alternative to the computation of spin-averaged amplitudes with trace techniques: com-
pute amplitudes for fixed helicities and perform sum over helicities explicitly. Especially
useful for massless amplitudes where many helicity combinations vanish. For analytical
calculations: simplifications if properties of light-like momenta are used. For this the four-
vector formalism is not optimal on-shell condition not manifest. Instead: express kinemat-
ical information in terms of two-component Weyl spinors. Instead of scalar products of
four-momenta, we will express the amplitudes in terms of the spinor products in (3.84)

〈pk〉 ≡ ūL(p)uR(k) = u†−(p)u+(k) [pk] ≡ ūR(p)uL(k) = u†+(p)u−(k) (6.1)

In order to exploit this method, we first need to introduce some notations.

6.1 Two-component spinors

6.1.1 Weyl Spinors

Let us discuss some properties of the spinors of massless spin 1/2 particles introduced
in Section 3.2.2. Helicity eigenstates for massless Dirac fermions are given in terms of
two-component spinors:

uR(p) =

(
u+(p)

0

)
uL(p) =

(
0

u−(p)

)
(6.2)

u± are solutions to the Weyl equations:

pµσ
µu+(p) = 0, pµσ̄

µu−(p) = 0 (6.3)

Lorentz Transformations

The left-and right-handed spinors transform under Lorentz transformations in the two
in-equivalent fundamental spinor representations with the transformation rules

D(0, 1
2

) : u− → ΛLu− , D( 1
2
,0) : u+ → ΛRu+ (6.4)

89
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where the transformations are given in terms of the angles ϕi and rapidities νi as

ΛL = exp

(
− i

2
(~ϕ− i~ν)~σ

)
, ΛR = exp

(
− i

2
(~ϕ+ i~ν)~σ

)
(6.5)

The representations of the Lorentz transformations ΛR,L are complex 2 × 2 matrices
with det ΛR,L = 1, i.e. ΛR,L ∈ SL(2,C).

General representations of Lorentz transformations are labeled by two half-integer values j1/2. The

Lorentz transformations in the representation D(j1,j2) are given as the matrices

Λ(j1,j2) = exp
(
−i(~ϕ+ i~ν)~T

(j1)
1

)
exp

(
−i(~ϕ− i~ν)~T

(j2)
2

)
(6.6)

where the generators satisfy the same commutation relations as the angular momentum operators:

[T ia, T
j
b ] = iεijk T ka δab. (6.7)

Right- and left-handed Weyl spinors transform in the two fundamental representations

• D( 1
2 ,0): Right-chiral fundamental representation

Generators: T
( 1

2 ),i
1 =

σi

2
, T 0,i

2 = 0. (6.8)

• D(0, 12 ): Left-chiral fundamental representation

Generators: T 0,i
1 = 0, T

( 1
2 ),i

2 =
σi

2
. (6.9)

6.1.2 Index notation

The relations between the left- and right-handed spinor representations can be encoded in
an index notation so that the transformation properties from a spinor expression are made
manifest by the types of indices. By convention, the components of left-handed spinors
are denoted by upper dotted indices, the indices of right-handed spinors by undotted lower
indices:

u+(p)↔ pA u−(p)↔ pȦ (6.10)

Here we also use the convention to use the same symbol p for the momentum and the
spinor solutions of the Weyl equations for this momentum. These spinors are sometimes
called momentum spinors.

Raising and lowering indices

Since the Lorentz transformations ΛL/R are elements of SL(2,C), it is possible to form
Lorentz invariants using the two-dimensional antisymmetric symbol ε,

εABpAkB → det(ΛR)︸ ︷︷ ︸
=1

εABpAkB , εȦḂp
ȦkḂ → det(ΛL)︸ ︷︷ ︸

=1

εȦḂp
ȦkḂ
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Therefore the epsilon-symbol plays a similar role as the metric tensor in the Minkowski-
product of four-vectors. For the components of the two-dimensional antisymmetric tensor
we use the conventions

εAB = εAB = εȦḂ = εȦḂ =

(
0 1
−1 0

)
. (6.11)

Raising and lowering of the indices of two-component Weyl spinors is then defined using
the antisymmetric tensor as follows,

pA = εABpB, pḂ = pȦεȦḂ (6.12)

Note that
(ε−1)AB = −εAB = εBA (6.13)

so the inverse operations are defined by

pB = (ε−1)BAp
A = pAεAB , pȦ = pḂ(ε−1)ḂȦ = εȦḂpḂ, (6.14)

In the conventions used here, dotted and undotted indices are raised and lowered in the
same way. Note that indices are always contracted from “north-west” to “south-east”.

Spinor products

For the Lorentz-invariant spinor products we use the following conventions:

〈pk〉 = pAkA = pBkAε
AB, (6.15)

[pk] = pȦk
Ȧ = pḂεḂȦk

Ȧ. (6.16)

In the conventions used here, undotted indices in the spinor product are contracted from
“north-east” to “south-west” while the dotted indices are contracted from “south-east”
to “north-west”. These conventions are such that the spinor products defined here are
identical to the ones defined in (3.84) where we did not distinguish upper/lower and dotted
indices. The antisymmetry of the spinor products implies:1

pAkA = −pAkA pȦkȦ = −pȦk
Ȧ (6.17)

Explicit expressions

From the solutions to the Weyl equations discussed in Section 3.2.2 we obtain the explicit
solutions for the various spinors:

pA =
1√

(p0 − p3)

(
p1 − ip2

p0 − p3

)
pA =

1√
(p0 − p3)

(
p0 − p3

−p1 + ip2

)
(6.18)

pȦ =
1√

(p0 − p3)

(
p1 + ip2

p0 − p3

)
pȦ =

1√
(p0 − p3)

(
p0 − p3

−(p1 + ip2)

)
(6.19)

1The rules given here apply for products of spinors whose entries are ordinary complex numbers. For
spinor-valued fermion fields, the additional anti-commutation rules for fermionic operators have to be taken
into account.
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Conjugate spinors

The Lorentz transformations in the two fundamental representations are related by complex
conjugation:

ε−1σiε = −σi∗,

⇒ Λ∗R = exp

(
i

2
(~ϕ− i~ν)~σ∗

)
= exp

(
− i

2
ε−1(~ϕ− i~ν)~σε

)
= ε−1ΛLε. (6.20)

This implies the equivalence of the conjugate left (right) fundamental representation with
the right (left) representation:(

D( 1
2
,0)
)∗
∼ D(0, 1

2
), i.e. D( 1

2
,0)

complex
conjugation←−−−−−−→ D(0, 1

2
).

Construction of left (right) spinors from right (left) spinors:

u+ ∈ D( 1
2
,0) : (εu∗+)→ εΛ∗Ru

∗
+ = ΛL(εu∗+), i.e. εu∗+ ∈ D(0, 1

2
),

u− ∈ D(0, 1
2

) : (ε−1u∗−)→ ε−1Λ∗Lu
∗
− = ΛR(ε−1u∗−), i.e. (ε−1u∗−) ∈ D( 1

2
,0).

(6.21)

For momenta with real components, complex conjugation of spinors corresponds to dot-
ting/undotting, as can be seen from the explicit formulas:

p∗A = pȦ (pȦ)∗ = pA (6.22)

The relation of spinors in the various representations (6.21) reads in the index notation:

pȦ = εȦḂpḂ

pA = (ε−1)ABp
B = pBεBA

(6.23)

One sees that the relations among the different representations are “built in” the definitions
of raising and lowering indices.

For the spinor products one has the relations for real momenta:

〈pk〉∗ = pȦkȦ = [kp] (6.24)

Dirac spinors

The components of a general Dirac spinor ψ carry indices as follows:

ψ =

(
χA
ξ̄Ȧ

)
. (6.25)

Conjugate spinor:
ψ̄ = ψ†γ0 = (ξA, χ̄Ȧ) (6.26)

The spinor product of two Dirac spinors breaks up into a sum of the two Weyl-spinor
products

ψ̄1ψ2 = ξA1 χ2,A + χ̄1,Ȧξ̄
Ȧ
2 = 〈ξ1χ2〉+ [χ̄1ξ̄2] (6.27)



6.2. MOMENTA AND SPINORS 93

Schouten Identity

There is no totally antisymmetric tensor of rank three in two dimensions. This implies the
Schouten identity:

εABεCD + εACεDB + εADεBC = 0. (6.28)

Contracting this expression with three spinors pB, kC and qD gives the identity

pA 〈kq〉+ kA 〈qp〉+ qA 〈pk〉 = 0. (6.29)

Writing this in the form

pA = kA
〈qp〉
〈qk〉

+ qA
〈kp〉
〈kq〉

, (6.30)

one sees that any spinor can be decomposed in terms of two other spinors, which is the
consequence of the two-dimensionality of the spinor space. Similar identities hold for dotted
indices. Contracting with a fourth spinor gives the identities

〈np〉 〈kq〉+ 〈nk〉 〈qp〉+ 〈nq〉 〈pk〉 = 0 , [np] [kq] + [nk] [qp] + [nq] [pk] = 0. (6.31)

Braket notation

In the literature on helicity amplitudes also a braket notation for the spinors is often used:

pA ↔ |p+〉 = |p〉 pȦ ↔ |p−〉 = |p], (6.32)

pȦ ↔ 〈p+| = [p| pA ↔ 〈p−| = 〈p| (6.33)

The spinor products are in the various equivalent notations written as

〈pk〉 = 〈p− |k+〉 = pAkA (6.34)

[kp] = 〈k + |p−〉 = kȦp
Ȧ (6.35)

6.2 Momenta and spinors

6.2.1 Pauli matrices

From the expression for the Dirac matrices in the chiral representation one can infer the
index structure of the Pauli matrices:

γµ =

(
0 σ̄µ

AḂ

σµ,ḂA

)
(6.36)

Pauli Matrices are “Clebsch-Gordan coefficients” relating spinor to vector transforma-
tions:

Λ†Rσ
µΛR = Λµ

νσ
ν , Λ†Lσ̄

µΛL = Λµ
ν σ̄

ν . (6.37)
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The Pauli matrices allow to construct 4-vectors from products of Weyl spinors:

u†+(p)σµu+(k) = pȦσ
µ,ȦBkB ≡ [p|γµ |k〉 , (6.38)

u†−(p)σ̄µu−(k) = pAσ̄µ
AḂ
kḂ ≡ 〈p| γµ|k] (6.39)

Here by a slight abuse of notation the gamma matrix is used in the braket notation instead
of the sigma matrices. The other combinations of spinors vanish:

〈p|γµ|k〉 = 0 = [p|γµ|k]

Raising and lowering indices

Rules for raising or lowering indices of Pauli matrices are defined consistent with the rules
for lowering spinor indices:

σµ
ȦB

= σµ,ḂCεḂȦεCB σ̄µ,AḂ = εACεḂḊσ̄µ,CḊ (6.40)

The property of the Pauli matrices ε−1σiε = −σi∗ implies

σµ
ȦD

= σµ,ḂC εḂȦ︸︷︷︸
(ε−1)ȦḂ

εCD = (σ̄µ
AḊ

)∗︸ ︷︷ ︸
(σ̄µ
AḊ

)T

= σ̄µ
DȦ

(6.41)

where the hermiticity of the Pauli matrices was used. Similarly one finds

σ̄µ,AḂ = σµ,ḂA (6.42)

Dirac algebra

The Dirac algebra {γµ, γν} = 2gµν leads to the identities

σ̄µ
AḂ
σν,ḂC + σ̄ν

AḂ
σµ,ḂC = 2 δCA g

µν , σµ,ȦBσ̄ν,BĊ + σν,ȦBσ̄µ,BĊ = 2 δȦ
Ċ
gµν (6.43)

Fierz identities

The Fierz Identity of Pauli matrices discussed in the homework reads in the index conven-
tions introduced in this section:

σµ,ȦBσ̄µ,CḊ = 2δȦ
Ḋ
δBC (6.44)

Raising or lowering indices leads to the identities

σµ
ȦA
σ̄µ,BḂ = 2εABεȦḂ , σµ,ȦAσ̄BḂµ = 2εABεȦḂ (6.45)

The Fierz identity allows to invert the mapping of spinors to vectors in (6.39)

〈p| γµ|k]σµ,BḂ = (pAσ̄µ
AȦ
kȦ)σµ,BḂ = 2(pAεAB) (kȦεȦḂ) = 2pBkḂ

[p|γµ |k〉 σ̄BḂµ = (pȦσ
µȦAkA) σ̄BḂµ = 2(pȦε

ȦḂ) (kAε
AB) = 2pḂkB

(6.46)

Contracting these identities with two more spinors we obtain the relations

〈p| γµ|k] 〈q| γµ|l] = 2 〈pq〉 [lk] , [p|γµ |k〉 [q|γµ |l〉 = 2 [pq] 〈lk〉 (6.47)
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6.2.2 Four-momenta

Factorization of momenta into spinors

The contraction of a four-momentum pµ with the Pauli-matrices defines the matrices

pµσ
µȦB ≡ pȦB pµσ̄

µ

AḂ
≡ pAḂ (6.48)

The completeness relation of the Dirac spinors∑
λ=L/R

uλ(p)ūλ(p) = /p =

(
0 pµσ̄

µ

pµσ
µ 0

)
(6.49)

implies the relations for the Weyl spinors:

u+(p)u†+(p) = σ̄µpµ, u−(p)u†−(p) = σµpµ (6.50)

In the index notation, these identities become

pAḂ = pApḂ pȦB = pȦpB (6.51)

Because of this factorization one sometimes loosely refers to the momentum spinors as the
“square roots” of the four-momentum.

In the braket notation, the identities (6.50) can be written as

σ̄µpµ = |p+〉 〈p+| = |p〉 [p| σµp = |p−〉 〈p−| = |p] 〈p| (6.52)

The factorization (6.51) can be interpreted as a decomposition of the matrices

pµσ
µ =

(
p0 − p3 −p1 + ip2

−p1 − ip2 p0 + p3

)
, pµσ̄

µ =

(
p0 + p3 p1 − ip2

p1 + ip2 p0 − p3

)
(6.53)

into eigenvectors. Note that
det(pµσ

µ) = det(pµσ̄
µ) = p2 = 0 (6.54)

so that one eigenvalue vanishes and only one eigenvector exists.

Constructing momenta from spinors

The inverse identity that allows to construct the four-momentum from the spinors follows
from the normalization of the Dirac spinors,

ūL/R(p)γµuL/R(p) = 2pµ. (6.55)

In the index notation, this becomes

pȦσ
µ,ȦBpB = 2pµ , pAσ̄µ

AḂ
pḂ = 2pµ (6.56)
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Scaling

Note that the spinors associated to a momentum pµ are not completely fixed since the
relations (6.51) and (6.56) are invariant under a rescaling

pA → z pA , pȦ → z−1 pȦ (6.57)

For real momenta, the condition (pA)∗ = pȦ reduces the complex number z to a phase,
z = eiφ.

Since the transformation (6.57) leaves the momentum invariant, it is an element of the
little group of the momentum discussed in 3.1.2.

6.2.3 Gluon polarization vectors

The usefulness of the spinor notation for amplitudes in QCD comes from the fact that
gluon polarization vectors can be expressed in terms of Weyl spinors.

The polarization vectors are only determined up to gauge transformations εµ → εµ +
αkµ. In the spinor-helicity formalism this is reflected by introducing arbitrary so-called
reference spinors |q〉 and |q]. The polarization vectors can then be defined as

εµ−(k, q) = εµ∗+ (k, q) =
〈q| γµ|k]√

2 〈qk〉
, εµ+(k, q) = εµ∗− (k, q) =

[q|γµ |k〉√
2 [kq]

(6.58)

The polarization vectors can be also given in spinor components as

ε∗
+,AḂ

(k, q) =
√

2
qAkḂ
〈qk〉

ε∗−,AḂ(k, q) =
√

2
kAqḂ
[kq]

(6.59)

These are correct expressions for polarization vectors since they satisfy the properties (⇒
homework):

• Transversality:
kµε

µ
±(k, q) = 0 = qµε

µ
±(k, q) (6.60)

• Normalization:
ελ(k, q) · ε∗λ′(k, q) = −δλ,λ′ (6.61)

• Completeness relation:∑
λ=±

εµλ(k, q)εν∗λ (k, q) = −gµν +
kµqν + qµkν

(k · q)

• Gauge transformations: a change of the reference spinors corresponds to a shift of
the polarization vector of the form ε→ ε+ αk:

εµ∗+ (k, q)− εµ∗+ (k, q′) =
√

2
〈q′q〉

〈q′k〉 〈qk〉
kµ (6.62)
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Note that the polarization vectors transform under the scaling of the momentum
spinors (6.57) as

εµ− → z−2εµ− , εµ+ → z2εµ+ (6.63)

The consideration of such “little group scalings” will allow to constrain the possible inter-
action vertices of massless particles.

6.2.4 Rules for calculations with Weyl spinors

Properties of spinor products

• Relation of Minkowski product and spinor products: Contracting (6.55) with a second
light-like four-momentum allows to express Minkowski products of light-like four
momenta in terms of spinor products:

2 (p · k) = [p|/k |p〉 = pȦk
ν,ȦBpB = [pk] 〈kp〉 (6.64)

Alternatively, this identity can be derived from the Dirac algebra (6.43).

• Symmetry of matrix element of Pauli matrices (⇒ homework):

〈p+ |γµ|k+〉 = 〈k − |γµ|p−〉 (6.65)

Generalizations:

〈p± |γµ1 . . . γµ2n+1 |q±〉 = 〈q ∓ |γµ2n+1 . . . γµ1|p∓〉 (6.66)

〈p± |γµ1 . . . γµ2n|q∓〉 = −〈q ± |γµ2n . . . γµ1|p∓〉 (6.67)

• For real momenta, complex conjugation gives

〈p+ |γµ|k+〉∗ = (pȦσ
ȦBkB)∗ = (pA (σȦB)∗︸ ︷︷ ︸

=σ̄AḂ

kḂ) = 〈p− |γµ|k−〉 (6.68)

Momentum conservation

Consider a scattering process with momentum conservation p1 + p2 = k1 + . . . kn. If all
particles are massless, momentum conservation implies the identity

〈ap1〉 [p1b] + 〈ap2〉 [p2b] =
∑
i

〈aki〉 [kib] (6.69)

for arbitrary spinors 〈a−| and |b−〉. Choosing these spinors in terms of external momenta,
one can obtain simpler identities, e.g.

0 = 〈p1 − |/k1 + · · ·+ /kn|p2−〉 =
∑
i

〈p1ki〉 [kip2] (6.70)
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Here it was used that
. . . /p2 |p2±〉 = 0 (6.71)

because of the Weyl equation. In particular, for a four-particle scattering process one finds
simple identities such as

〈p1k1〉 [k1p2] = −〈p1k2〉 [k2p2] (6.72)

External states

For the application of the spinor-helicity method to the calculation of scattering amplitudes
we collect here the appropriate external spinors or polarization vectors.

Incoming particles:

quarks : qL(p) : uL(p)→ pȦ → |p−〉 = |p]
qR(p) : uR(p)→ pA → |p+〉 = |p〉 (6.73)

antiquarks : q̄L(p) : v̄R(p)→ pȦ → 〈p+| = [p|
q̄R(p) : v̄L(p)→ pA → 〈p−| = 〈p| (6.74)

gluons : g−(p) : εµ−(p, q) =
〈q| γµ|k]√

2 〈qk〉

g+(p) : εµ+(p, q) =
[q|γµ |k〉√

2 [kq]
(6.75)

Outgoing particles:

quarks : qL(k) : ūL(k)→ kA → 〈k−| = 〈k|
qR(k) : ūR(k)→ kȦ → 〈k+| = [k| (6.76)

antiquarks : q̄L(k) : vR(k)→ kA → |k+〉 = |k〉

q̄R(k) : vL(k)→ kȦ → |k−〉 = |k] (6.77)

gluons : g−(p) : εµ,∗− (p, q) =
[q|γµ |k〉√

2 [kq]

g+(p) : εµ,∗+ (p, q) =
〈q| γµ|k]√

2 〈qk〉
(6.78)

One sees that the conventions are such that for outgoing states the momentum spinors
with angular brackets correspond to left-handed states and spinors with square brackets
correspond to right-handed states while for incoming states the relation is reversed.

6.3 Examples

As first examples for the application of the spinor-helicity method, we consider the process
e−e+ → qq̄ in QED, and the process with an additional gluon, e−e+ → qq̄g.
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6.3.1 e−e+ → qq̄

The matrix element is given by

iM(e−,λ1
p1

e+,λ2
p2
→ qσ1

k1
q̄σ2
k2

) = (−ie)2 〈qσ1
k1
q̄σ2
k2
|jq,µ(0)|0〉 −igµν

(p1 + p2)2 + iε
(v̄λ2(p2)γνuλ1(p1))

= (−ie)2Qq(ūσ1(k1)γµvσ2(k2))
−igµν

(p1 + p2)2 + iε
(v̄λ2(p2)γνuλ1(p1)).

(6.79)
The only non-vanishing helicity combinations are those where different helicities enter the
same vertex. As a first example consider

iM(e
−,L
p1
e+,R
p2
→ qLk1

q̄Rk2
) = (−ie)2(ūL(k1)γµvL(k2))

−i

(p1 + p2)2 + iε
(v̄L(p2)γµuL(p1))

= (−ie)2 〈k1| γµ|k2]
−i

(p1 + p2)2
〈p2| γµ|p1]

= ie2 2 〈k1p2〉 [p1k2]

〈p1p2〉 [p2p1]
= 2ie2 〈k1p2〉2

〈p1p2〉 〈k2k1〉

(6.80)

where the matrix elements of the Dirac matrices have been combined using the Fierz
identity (6.47),

〈k1| γµ|k2] 〈p2| γµ|p1] = 2 〈k1p2〉 [p1k2] (6.81)

and where we have used momentum conservation in the form

[p1p2] 〈p2k1〉 = [p1k2] 〈k2k1〉 (6.82)

The squared amplitude can be computed using identities such as

〈k1p2〉 〈k1p2〉∗ = 〈k1p2〉 [p2k1] = 2(p2 · k1) (6.83)

This gives the expression

|M(eL
−,

p1
e+,R
p2
→ qLk1

q̄Rk2
)|2 = 4e4 (p2 · k1)2

(p1 · p2)(k1 · k2)
= 4e4u

2

s2
(6.84)

where the Mandelstam variable u = (p2 − k1)2 = 2(p2 · k1) was used.
The amplitude for the second helicity combination is obtained by exchanging the final-

state helicities:

iM(e−,Lp1
e+,R
p2
→ qRk1

q̄Lk2
) = (−ie)2[k1|γµ |k2〉

−i

(p1 + p2)2
〈p2| γµ|p1]

= ie2 2 [k1p1] 〈p2k2〉
〈p1p2〉 [p2p1]

= 2ie2 〈p2k2〉2

〈p1p2〉 〈k2k1〉

(6.85)

using
[p1p2] 〈p2k2〉 = [p1k1] 〈k1k2〉 (6.86)
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The squared amplitude gives

|M̃s(e
−,L
p1
ē+,R
p2
→ qRk1

q̄Lk2
)|2 = 4e4 (p2 · k2)2

(p1 · p2)(k1 · k2)
= 4e4 t

2

s2
(6.87)

The amplitudes with all helicities flipped are obtained by turning angular brackets
into square brackets, so the squared amplitudes are the same. Summing over final-state
helicities and averaging over initial-state helicities gives

1

4

∑
spins

|M|2 =
1

4

(
2|M(e−,Lp1

e+,R
p2
→ qLk1

q̄Rk2
)|2 + 2|M(e−,Lp1

e+,R
p2
→ qRk1

q̄Lk2
)|2
)

= 2
e4

s2
(u2 + t2)

(6.88)

Therefore we reproduce the result (5.81) obtained using the usual approach to compute
the spin-averaged matrix element.

6.3.2 e−e+ → qq̄g

As a first example for the application of the spinor-helicity method to external gauge
bosons, we add a real emitted gluon in the final state to the process e−e+ → qq̄. Using
the notation introduced in the discussion of e−e+ → hadrons in Section 5.1, the matrix
element for the process e−e+ → qq̄g can be expressed in terms of the leptonic spinor chain
for the subprocess e−e+ → γ and the expectation value of the quark current jµq :

iMµ(e−,λ1
p1

e+,λ2
p2
→ qσ1

k1
q̄σ2
k2
gσ3
k3

) = (−ie)2 〈qσ1
k1
q̄σ2
k2
gσ3
k3
|jq,µ(0)|0〉 −igµν

q2 + iε
(v̄λ2(p2)γνuλ1(p1)).

(6.89)
At tree level, the expectation value of the quark current is

〈qσ1
k1
q̄σ2
k2
gσ3
k3
|jq,µ(0)|0〉 = γ(q)

q(k1)

g(k3)

q̄(k2)

+ γ(q)

q(k1)

g(k3)

q̄(k2)

=(−igs)T
a,i1
i2

Qq

ūσ1(k1)

[
/ε∗σ3

(k3)
i(/k1 + /k3)

(k1 + k3)2
γµ + γµ

i(/k2 + /k3)

(k2 + k3)2
/ε∗σ3

(k3)

]
vσ2(k2)

≡ QqgsT
a,i1
i2

Jµ(qσ1
k1
q̄σ2
k2
gσ3
k3

)

(6.90)

Considering as an example the helicity combination qRq̄Lg+, the quark current becomes:

Jµ(qRk1
q̄Lk2
g+
k3

) = [k1|
[
/ε∗+(k3)(/k1 + /k3)γµ

(k1 + k3)2
+
γµ(/k2 + /k3)/ε∗+(k3)

(k2 + k3)2

]
|k2〉 (6.91)
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Inserting the explicit form of the polarization vector we can use the Fierz identities to write

/ε∗+(k3, q) =

(
0 σ̄µ

σµ 0

)
〈q| γµ|k3]√

2 〈qk3〉
=

√
2

〈qk3〉

(
0 |k3] 〈q|

|q〉 [k3| 0

)
(6.92)

Therefore the matrix element of the current can be written as

Jµ(qLk1
q̄Rk2
g−k3

) =

√
2

〈qk3〉

[
[k1k3] 〈q| (/k1 + /k3)γµ |k2〉

〈k1k3〉 [k3k1]
+

[k1|γµ/k2|k3] 〈qk2〉
〈k2k3〉 [k3k2]

]
=

√
2

〈qk3〉

[
〈q| (/k1 + /k3)γµ |k2〉

〈k3k1〉
+

[k1|γµ |k2〉 〈qk2〉
〈k3k2〉

] (6.93)

At this point we can simplify the calculation by making a choice for the arbitrary reference
spinor |q〉. Setting |q〉 = |k2〉 eliminates the second term and one gets

Jµ(qRk1
q̄Lk2
g+
k3

) =
√

2
〈k2| (/k1 + /k3)γµ |k2〉
〈k2k3〉 〈k3k1〉

(6.94)

The complete amplitude can be simplified using momentum conservation and the Fierz
identity:

iM(e−,Lp1
e+,R
p2
→ qRk1

q̄Lk2
g+
k3

) = (−ie)2 〈qσ1
k1
q̄σ2
k2
gσ3
k3
|jq,µ(0)|0〉 −igµν

(p1 + p2)2
(v̄L(p2)γνuL(p1))

= −ie2QqgsT
a,i1
i2

√
2
〈k2| (/p1 + /p2)γµ |k2〉

〈p1p2〉 [p2p1] 〈k2k3〉 〈k3k1〉
〈p2| γµ|p1]

= −ie2QqgsT
a,i1
i2

√
2

2 〈k2| /p2|p1] 〈p2k2〉
〈p1p2〉 [p2p1] 〈k2k3〉 〈k3k1〉

= ie2QqgsT
a,i1
i2

√
2

2 〈p2k2〉2

〈p1p2〉 〈k2k3〉 〈k3k1〉
(6.95)

Note the similarity of this result to the corresponding amplitude without the additional
gluon (6.85).

For the amplitude with a negative helicity gluon one can choose |q] = |k1] and one
obtains

iM(e−,Lp1
e+,R
p2
→ qRk1

q̄Lk2
g−k3

) = −ie2QqgsT
a,i1
i2

√
2

[k1|(/p1 + /p2)γµ|k1]

〈p1p2〉 [p2p1] [k2k3] [k3k1]
〈p2| γµ|p1]

= −ie2QqgsT
a,i1
i2

√
2

2[k1|/p1 |p2〉 [p1k1]

〈p1p2〉 [p2p1] [k2k3] [k3k1]

= ie2QqgsT
a,i1
i2

√
2

2 [p1k1]2

[p1p2] [k2k3] [k3k1]

(6.96)
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Chapter 7

Colour decomposition

Before we apply the spinor-helicity method to genuine QCD process, it is useful to discuss
the colour structure of QCD amplitudes in more detail.

• QCD Feynman rules are a combination of kinematic factors and the colour structures
T a, fabc, fabef cde.

• Idea of colour decomposition: separate colour structure from kinematic structure.

• Colour decompositions are not unique, for a discussion of different possibilities see
Section 6 of [10].

• Here we use the approach to express all colour structures in terms of generators T a

using

fabc = −2i tr[[T a, T b]T c] (7.1)

• The resulting traces can be combined using colour Fierz identity (4.104)

T a,ijT
a,k

l =
1

2

(
δilδ

k
j −

1

Nc

δijδ
k
l

)
(7.2)

• In the following the momenta of all gluons will be considered to be outgoing to treat
all gluons on the same footing, physical amplitudes with initial state gluons can be
obtained by crossing.

103



104 CHAPTER 7. COLOUR DECOMPOSITION

7.1 Examples

7.1.1 qq̄ → gg

The three diagrams contributing to the process qq̄ → gg have the colour structures:

iM =

i

j

a

b

+

i

j

a

b

+

q(p1)

q̄(p2)

g(k1)

g(k2)

(T bT a)ij (T aT b)ij fabcT c,ij

(7.3)

The three-gluon vertex can be split into a colour-part and a kinematic part (note that all
momenta here are outgoing):

V µ1µ2µ3

abc (p1, p2, p3) = gsf
abc
[
gµ1µ2(p1 − p2)µ3 + gµ2µ3(p2 − p3)µ1 + gµ3µ1(p3 − p1)µ2

]
︸ ︷︷ ︸

≡V µ1µ2µ3 (p1,p2,p3)

(7.4)

The colour-structure of the s-channel diagram can be simplified using the Lie Algebra:

fabcT c,ij V µ1µ2µ3(k1, k2, q) = (−i)[T a, T b]ijV
µ1µ2µ3(k1, k2, q)

= i(T bT a)ijV
µ1µ2µ3(k1, k2, q) + i(T aT b)ijV

µ2µ1µ3(k2, k1, q)
(7.5)

⇒ Two colour structures contribute to amplitude:

M(qi,p1 q̄j,p2 → ga,k1gb,k2) =g2
s(T

bT a)ijM(qp1 q̄p2 → gk1gk2)

+ g2
s(T

aT b)ijM(qp1 q̄p2 → gk2gk1) (7.6)

with so-called partial amplitudes M . In this example, we have the following properties
of the partial amplitudes:

• Only two diagrams contribute to the partial amplitudes:

iM =

p1

p2

k1

k2

+

p1

p2

k1

k2

• Fixed ordering of external legs (the u-channel diagram with exchanged ordering of
the gluons does not contribute) ⇒ “colour ordered” amplitudes.

• The two partial amplitudes are related by exchanging k1 ↔ k2.

• The two colour structures are linearly independent ⇒ the partial amplitudes are
individually gauge invariant.
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7.1.2 gg → gg

There are four diagrams with three different colour structures for the four-gluon amplitude:

iM =

a

b

d

c

+

a

b

d

c

+

a

b

d

c

+

a

b

d

c

fabef cde fadef bce facef bde

fadef bcefacef bde

fadef bce


(7.7)

Using the Fierz identity (4.104) the colour structures can be written as

fabef cde = (−2i)2 tr[[T a, T b]T e] tr[[T c, T d]T e]

= (−2i)2[T a, T b]ij [T c, T d]kl T
e,j
i T e,lk

= −2 tr[[T a, T b][T c, T d]]

(7.8)

The colour-suppressed 1/Nc terms vanish since

tr[[T a, T b]] ∼ fabc trT c = 0. (7.9)

Treating the remaining three diagrams in the same way results in six independent colour
structures of the form

T (abcd) = Tr
(
T aT bT cT d

)
(7.10)

that are not related by cyclic permutations:

T (abcd), T (acdb), T (abdc), T (adcb), T (adbc), T (acbd) (7.11)

The amplitude can therefore be decomposed into 6 partial amplitudes:

Mn(ga,k1 , gb,k2 , gc,k3 , gd,k4) =2g2
s Tr

(
T aT bT cT d

)
M (gk1 , gk2 , gk3 , gk4)

+ non-cyclic permutations (7.12)

The factor 2 is extracted by convention. It can be seen that only three diagrams contribute
to each partial amplitude, where the external gluons are in a fixed order:

iM(gk1 , gk2 , gk3 , gk4) =

k1

k2

k4

k3

+

k1

k2

k4

k3

+

k1

k2

k4

k3

(7.13)
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7.2 Colour ordered Feynman rules

The colour ordered diagrams can be computed directly using modified “colour-less” Feyn-
man rules. We first write the three and four-gluon vertices in a form where each term
corresponds to a fixed ordering and then give the appropriate Feynman rules.

7.2.1 Colour ordered vertices

Three gluon vertex

V µ1µ2µ3

abc (p1, p2, p3) =gs fabc︸︷︷︸
=−2i tr[[Ta,T b]T c]

V µ1µ2µ3(p1, p2, p3)

=− 2gsi
(
tr[T aT bT c]V µ1µ2µ3(p1, p2, p3) + tr[T aT cT b]V µ1µ3µ2(p1, p3, p2)

)
(7.14)

⇒ two terms with fixed order of gluons.

Four gluon vertex

V µ1µ2µ3µ4

abcd = 2ig2
s

[
tr[[T a, T b][T c, T d]](gµ1µ3gµ2µ4 − gµ2µ3gµ1µ4)

+ tr[[T a, T c][T b, T d]](gµ1µ2gµ3µ4 − gµ2µ3gµ1µ4)

+ tr[[T a, T d][T b, T c]](gµ1µ2gµ3µ4 − gµ4µ2gµ3µ1)
]

= 2ig2
s tr[T aT bT cT d] (gµ1µ3gµ2µ4 − gµ2µ3gµ1µ4)− (gµ1µ2gµ3µ4 − gµ4µ2gµ3µ1)]

+ non-cyclic colour structures

= 2ig2
s tr[T aT bT cT d](2gµ1µ3gµ2µ4 − gµ1µ2gµ3µ4 − gµ2µ3gµ1µ4) + . . .

(7.15)
⇒ 6 colour structures with fixed ordering as discussed above for the amplitude.

7.2.2 Colour ordered multi-gluon amplitudes

The colour structure found for the four-point amplitudes generalizes to amplitudes with a
quark anti-quark pair and an arbitrary number of gluons:

Mn(q̄i1, q2,j, g3, g4, ..., gn) =

gn−2
s

∑
σ∈Sn−2(3,...,n)

(T aσ(3) ...T aσ(n))ijMn

(
q̄1, q2, gσ(3), ..., gσ(n)

)
, (7.16)

where the Mn are n-point color ordered partial amplitudes and the sum is over all permu-
tations of the external gluon legs. Here all particles are treated as outgoing, therefore the
role of upper and lower indices for quark and antiquark is reversed.
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In the pure gluonic case tree level amplitudes with n external gluons may be written
in the form

Mn(g1, g2, ..., gn) = gn−2
s

∑
σ

2 Tr (T aσ(1) ...T aσ(n))Mn

(
gσ(1), ..., gσ(n)

)
, (7.17)

where the sum is over all non-cyclic permutations of the external gluon legs, i,e. σ ∈ Sn/Zn.
The partial amplitudes in these decompositions are computed from Feynman diagrams with
a fixed ordering of the external gluons using the Feynman rules

q

q

Aµ :− iγµ , (7.18)

k2

k3

−−→
k1

Aµ2

Aµ3

Aµ1 :i
[
gµ1µ2(k1 − k2)µ3 + gµ2µ3(k2 − k3)µ1 + gµ3µ1(k3 − k1)µ2

]
(7.19)

Aµ2

Aµ3

Aµ1

Aµ4

:i(2gµ1µ3gµ2µ4 − gµ1µ2gµ3µ4 − gµ2µ3gµ1µ4) (7.20)

Some remarks on the derivation of the decompositions (7.16) and (7.17):

• The colour structures in the decompositions (7.16) and (7.17) arise by combining
the colour-ordered three-and four gluon vertices because the Fierz identities (4.104)
imply

tr[AT a] tr[BT a] =
1

2
tr[AB]− 1

2Nc

tr[A] tr[B] (7.21)

(AT aB)ij tr[CT a] =
1

2
(ACB)ij −

1

2Nc

(AB)ij tr[C] (7.22)

• The colour suppressed term drops out in a contraction with a structure constant:

tr[AT c]fabc ∝ tr[AT c] tr[[T a, T b]T c] =
1

2
tr[[T a, T b]A]− 1

2Nc

tr[A] tr[[T a, T b]] (7.23)

Therefore, the 1/Nc term drops out for purely gluonic amplitudes and amplitudes
with one quark pair where every internal gluon line must connect to at least one
purely gluonic vertex.
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• A factor of 2 cancels whenever the colour structures of two vertices are combined
with the identities (7.21). For purely gluonic amplitudes, the remaining factor of 2
is included by convention in the definition of the partial amplitudes.

For amplitudes with two quark pairs the color structure is more complicated since also contributions
suppressed by the number of colors N have to be taken into account. For two different quark flavors Q
and q the decomposition can be written as

An+4(Q̄p̄, Qp, q̄k̄, qk, g1, . . . gn) =
gn−2
s

2

n∑
i=0

∑
σ∈S1,i

∑
σ∈Si+1,n

×
[
(T aσ(2) ...T aσ(i))ip̄jk (T aσ(i+1) ...T aσ(n))jk̄ip An(Q̄p̄, g1, , . . . gi, qk, q̄k̄, gi+1, ..., gn, Qp)

− 1

N
(T aσ(2) ...T aσ(i))ip̄ip (T aσ(i+1) ...T aσ(n))jk̄jk Bn(Q̄p̄, g1, , . . . gi, Qp; q̄k̄, gi+1, ..., gn, qk)

]
(7.24)

In the cases i = 0 and i = n one of the strings of generators reduces to a Kronecker delta. For amplitudes
with two pairs of identical quark flavors one has to subtract the right hand side after exchanging Qp ↔ qk.



Chapter 8

Born amplitudes

8.1 General considerations

Simplifying notation

• Consider amplitudes where all particles are outgoing with momenta ki.

• Denote spinors for momentum ki by |i±〉.

Relations among partial amplitudes

The number of helicity amplitudes that have to be computed can be reduced by using
relations among different partial amplitudes. Some examples for such relations for the
purely gluonic amplitudes are

• Cyclicity:
Mn (g1, ..., gn) = Mn (gn, g1, ..., gn−1) (8.1)

This follows from the cyclicity of the traces in the colour decomposition (7.17)

• Reflection identity

Mn (g1, ..., gn) = (−1)nMn (gn, gn−1, ..., g1) . (8.2)

This follows from the fact that the colour-ordered three- and four-point vertices have
the same properties.

• Parity:
Mn

(
gλ1

1 , ..., g
λn
n

)
= (−1)nM∗

n

(
g−λ1

1 , ..., g−λnn

)
(8.3)

The sign arises from the explicit factors of i in the colour ordered Feynman rules.
(Recall that the Feynman rules compute iM , so one overall factor of i is removed).
For real momenta, the complex conjugation is simply implemented using the identity
for spinor products

〈pk〉∗ = [kp] (8.4)

109
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8.1.1 Choice of reference spinors

Calculations of scattering amplitudes with gluons can be simplified by choosing the arbi-
trary reference spinors |q±〉 in the polarization vectors

εµ,∗+ (k, q) =
〈q| γµ|k]√

2 〈qk〉
, εµ,∗− (k, q) =

[q|γµ |k〉√
2 [kq]

(8.5)

appropriately. Recall that gauge invariance implies that

• different reference spinors |qi±〉 can be used for different gluons i

• the same choice of the |qi±〉 has to be used in all diagrams contributing to a helicity
amplitude

• different choices of the |qi±〉 can be used for different helicity amplitudes.

For polarization vectors with different momenta and reference spinors one obtains the
scalar products

ε∗+(k1, q1) · ε∗+(k2, q2) =
〈q1q2〉 [21]

〈q11〉 〈q22〉
(8.6)

ε∗+(k1, q1) · ε∗−(k2, q2) =
〈q12〉 [q21]

〈q11〉 [2q2]
(8.7)

ε∗−(k1, q1) · ε∗−(k2, q2) =
[q1q2] 〈21〉
[1q1] [2q2]

(8.8)

From these expressions one observes that many scalar products of polarization vectors can
be eliminated by a clever choice of the reference spinors:

• Scalar products of polarization vectors with the same helicity vanish if the same
reference spinors are used for gluons with the same helicity.

• Scalar products of polarization vectors with opposite helicity vanish if the momentum
spinor of gluon 1 is used as the reference spinor of gluon 2 (or vice versa).

Three-gluon vertex

Consider the contraction of the gluon vertex with two external polarization vectors:

k2

−(k1+k2)

−−→
k1

ε2

µ

ε1 : i
[
(ε1 · ε2)(k1 − k2)µ + 2εµ2(k2 · ε1)− 2εµ1(k1 · ε2)

]
(8.9)

Using the above expressions for the scalar product of two polarization vectors and the fact
that q · ε(k, q) = 0 we see that
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• for two neighboring gluons with opposite helicities, the three-gluon vertex vanishes if
the momentum spinor of gluon 1 is used as the reference spinor of gluon 2 and vice
versa.

Quark-gluon vertex

Contracting the quark-gluon vertex with one spinor of an outgoing antiquark and a gluon
polarization vector gives the combinations:

q̄−k1

g+
k2

: − i
√

2|2]
〈q21〉
〈q22〉

,

q̄−k1

g−k2
: − i

√
2|q2]
〈21〉
[2q]

(8.10)

q̄+
k1

g+
k2

: − i
√

2 |q2〉
[21]

〈q22〉
,

q̄+
k1

g−k2
: − i

√
2 |2〉 [q21]

[2q]
(8.11)

From these results we observe

• For a neighbouring quark and gluon with opposite helicities, the quark gluon vertex
vanishes if the gluon reference spinor is chosen as the momentum spinor of the quark.

8.2 2-quark 2-gluon amplitude

Two diagrams contribute to the colour-ordered qq̄gg amplitude:

M(q̄1, q2, g3, g4) =

1

2

4

3

+

1

2

4

3

(8.12)

The only non-vanishing helicity amplitudes are those with one positive helicity quark (or
antiquark) and gluon and one negative helicity quark (or antiquark) and gluon. This can
be seen as follows:

• The quarks must have opposite helicities because of the coupling through a vector
current. (The second diagram involves the spinor product (ū2γ

µv1), the second one
the spinor chain (ū2γ

µ(/k1+k4)γνv1) which both vanish for spinors with equal helicity).

• For two gluons with equal positive (negative) helicity the amplitude vanishes accord-
ing to the observations from Section 8.1.1 as can be seen by choosing both reference
spinors as the momentum spinor of the negative (positive) helicity quark.
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We will first compute the amplitude M(q̄−1 , q
+
2 , g

+
3 , g

−
4 ). From the arguments of Sec-

tion 8.1.1 we see that the s-channel gluon exchange diagram vanishes if we chose the
reference spinors as |q3〉 = |4〉 and |q4] = |3]. The polarization vectors then read:

εµ,∗+ (k3, q3) =
〈4| γµ|3]√

2 〈43〉
, εµ,∗− (k4, q4) =

[3|γµ |4〉√
2 [43]

(8.13)

For this choice of reference spinors, the amplitude is given just by the t-channel diagram:

iM(q̄−1 , q
+
2 , g

+
3 , g

−
4 ) = i3[2|/ε+

3

/k2 + /k3

(k2 + k3)2
/ε−4 |1〉

=
2i3

[23] 〈32〉 〈43〉 [43]
[23] 〈4| (/k2 + /k3)|3] 〈41〉

= −2i
〈42〉 [23] 〈41〉
〈32〉 〈43〉 [43]

= 2i
〈14〉2 〈24〉
〈12〉 〈23〉 〈34〉

(8.14)

In the last step we have used momentum conservation in the form

〈12〉 [23] = −〈14〉 [43] . (8.15)

The amplitude with reversed helicities of the quarks is computed in the same way:

M(q̄+
1 , q

−
2 , g

+
3 , g

−
4 ) = i3 〈2| /ε+

3

(/k2 + /k3)

(k2 + k3)2
/ε−4 |1]

= − 2i

[23] 〈32〉 〈43〉 [43]
〈24〉 [3|(/k2 + k3) |4〉 [31]

= −2i
〈24〉 [32] 〈24〉 [31]

[23] 〈32〉 〈43〉 [43]

= −2i
〈24〉3

〈12〉 〈23〉 〈34〉

(8.16)

where we have used also
[31] 〈12〉 = − [34] 〈42〉 (8.17)

8.3 4 gluon amplitude

Three diagrams contribute to the colour-ordered 4-gluon amplitude:

iM(gk1 , gk2 , gk3 , gk4) =

k1

k2

k4

k3

+

k1

k2

k4

k3

+

k1

k2

k4

k3

(8.18)
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The number of independent helicity amplitudes to be calculated is reduced by some con-
siderations:

• The amplitude where all gluons have the same helicity vanish. This can be seen
by choosing the same reference spinor for all gluons so that all scalar products of
polarization vectors vanish.

• The amplitude where only one gluon has a different helicity than the others vanish
as well. This can be seen by choosing the reference spinors of all the equal-helicity
gluons in terms of the momentum spinor of the remaining gluon, so all the scalar
products of polarization vectors vanish.

• Therefore one only needs to calculate amplitudes with two positive and two neg-
ative helicities. Using the properties of the partial amplitudes discussed in Sec-
tion 8.1 one only needs to calculate two helicity amplitudes, e.g. M(g−, g−, g+, g+)
and M(g−, g+, g−, g+) .

We begin with the amplitude M(g−k1
, g−k2

, g+
k3
, g+
k4

). The calculation is simplified by a suitable
choice of the reference spinors:

• Following the discussion in Section 8.1.1 we use one reference spinor |q] for gluons 1
and 2 and one reference spinor |q〉 for gluons 3 and 4. Then the scalar products of
polarization vectors with the same helicity vanish:

ε−∗1 · ε−∗2 = ε+∗3 · ε+∗4 = 0 (8.19)

• Choosing |q〉 = |1〉 and |q] = |4] also

ε−∗1 · ε+∗3/4 = 0 ε+∗4 · ε−∗1/2 = 0 (8.20)

As discussed in 8.1.1, for this choice the three-gluon vertex involving gluons 1 and 4
vanishes.

• The only non-vanishing scalar product of polarization vectors is given by

(ε−∗2 · ε+∗3 ) =
〈12〉 [43]

〈13〉 [24]
(8.21)

• The diagram with the four-point vertex vanishes since it involves the scalar products

2(ε−∗1 · ε+∗3 )(ε−∗2 · ε+∗4 )− (ε−∗1 · ε−∗2 )(ε+∗3 · ε+∗4 )− (ε−∗2 · ε+∗3 )(ε−∗1 · ε+∗4 ) (8.22)

where all the terms vanish.
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For the above choice of reference spinors only the first diagram contributes to the amplitude
and one obtains

iM(g−k1
, g−k2

, g+
k3
, g+
k4

) =(i)2
[
2ε−∗,µ2 (k2 · ε−∗1 )− 2ε−∗,µ1 (k1 · ε−∗2 )

]
× (−i)

(k1 + k2)2

[
2ε+∗4,µ(k4 · ε+∗3 )− 2ε+∗3,µ(k3 · ε+∗4 )

]
= −4i

(k2 · ε−∗1 )(k3 · ε+∗4 )(ε−∗2 · ε+∗3 )

2(k1 · k2)

= −2
i

〈12〉 [21]

kµ2 [4|γµ |1〉
[14]

kν3 〈1| γν |4]

〈14〉
〈12〉 [43]

〈13〉 [24]

= −2
i

〈12〉 [21]

[42] 〈21〉
[14]

〈13〉 [34]

〈14〉
〈12〉 [43]

〈13〉 [24]

= 2i
[43]2

[21] [14]

〈12〉
〈14〉

= 2i
〈12〉3

〈23〉 〈34〉 〈41〉

(8.23)

Here momentum conservation was used in the forms

[43] 〈32〉 = − [41] 〈12〉 (8.24)

and (k3 + k4)2 = (k1 + k2)2 so that

[34] 〈43〉 = [12] 〈21〉 (8.25)

As a second independent helicity amplitude we can take M(g+
k1
, g−k2

, g+
k3
, g−k4

). Choosing
the reference spinors as

|q1〉 = |q3〉 = |4〉 |q2] = |q4] = |1] (8.26)

again all scalar products of polarization vectors vanish apart from

(ε−∗2 · ε+∗3 ) =
〈42〉 [13]

〈43〉 [21]
. (8.27)
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Furthermore the three-gluon vertex involving gluons 1 and 4 is again zero so only the
s-channel diagram contributes. We get

iM(g+
k1
, g−k2

, g+
k3
, g−k4

) = −4i
(k2 · ε+∗1 )(k3 · ε−∗4 )(ε−∗2 · ε+∗3 )

2(k1 · k2)

= −2
i

〈12〉 [21]

kµ2 〈4| γµ|1]

〈41〉
kν3 [1|γν |4〉

[41]

〈42〉 [13]

〈43〉 [21]

= −2
i

〈12〉 [21]

〈42〉 [21]

〈41〉
[13] 〈34〉

[41]

〈42〉 [13]

〈43〉 [21]

= 2i
[13]2

[12] [14]

〈24〉2

〈12〉 〈41〉

= 2i
〈24〉4

〈12〉 〈23〉 〈34〉 〈41〉

(8.28)

8.4 Properties of Multi-leg amplitudes

8.4.1 Maximally-helicity violating amplitudes

In 1986 Parke and Taylor conjectured a very simple form for some helicity amplitudes
with an arbitrary numbers of gluons [15], which is a simple generalization of the four-point
results obtained so far. Amplitudes where all gluons or all but one gluon have the same
helicity vanish (⇒ homework):

Mn(g+
1 , . . . , . . . g

+
n ) = 0 Mn(g+

1 , . . . , g
−
j , . . . g

+
n ) = 0 (8.29)

The gluonic amplitudes where all but two gluons have the same helicity are called “maxi-
mally helicity violating” (MHV) amplitudes. For those, Parke and Taylor conjectured the
formula:

Mn(g+
1 , . . . , g

−
i , . . . , g

−
j , . . . g

+
n ) = 2n/2−1 〈ij〉4

〈12〉 〈23〉 . . . 〈n1〉
(8.30)

where all the gluons not shown explicitly have positive helicity. The corresponding am-
plitudes with two positive helicities and an arbitrary number of negative helicity gluons is
obtained by complex conjugation.

The MHV amplitudes with a quark-antiquark pair and an arbitrary number of gluons
are related in a simple way to the all-gluon amplitudes:

Mn(q̄−1 , q2, g
+
3 , . . . g

−
j , . . . , g

+
n ) = −〈2j〉

〈1j〉
Mn(g−1 , g

+
2 , . . . g

−
j , . . . , g

+
n ) (8.31)

= −2n/2−1 〈1j〉3 〈2j〉
〈12〉 〈23〉 . . . 〈n1〉

(8.32)

This relation can be derived e.g. by embedding Yang-Mills theory in a supersymmetric
theory, see [17] for a review.



116 CHAPTER 8. BORN AMPLITUDES

The MHV amplitudes cover all helicity amplitudes contributing to four- and five-point
amplitudes. Especially for the five-point case this result is a drastic simplification compared
to the computation using textbook methods. Starting from six points, so-called “next-to
MHV” amplitudes with three opposite-helicity gluons arise. The use of the simple form
of the MHV amplitudes for the computation of more complicated amplitudes has been
limited until a new recursive construction of amplitudes was found in 2004, which uses
on-shell amplitudes as input. This is discussed in Chapter 9.

8.4.2 Little-group scaling

Recall that the momentum spinors associated to a light-like momentum pµ are only deter-
mined up to a scaling

pA → z pA , pȦ → z−1 pȦ (8.33)

Under this scaling the polarization spinors and vectors of outgoing quarks and gluons
behave as

|k+〉 → z−1 |k+〉 , |k−〉 → z |k−〉 , (8.34)

ε∗µ+ → z−2ε∗µ+ , ε∗µ− → z2ε∗µ− (8.35)

Since a helicity amplitude is a function of the momenta of the external particles, which are
invariant under the scaling of the spinors, and the polarization vectors we have

Mn(φλ1
1 , φ

λ2
2 , . . . φ

λn
n )→ z−2(λ1+...λn)Mn(φλ1

1 , φ
λ2
2 , . . . φ

λn
n ) (8.36)

One sees that the MHV amplitudes satisfy this identity.
The identity can also be written in terms of the “helicity operators”

hi =
1

2

(
kAi

∂

∂kAi
− kȦi

∂

∂kȦi

)
. (8.37)

Since the source of the helicity dependence comes from the external wave-functions alone,
we have the identities

hiMn(φλ1
1 , φ

λ2
2 , . . . φ

λn
n ) = −λiMn(φλ1

1 , φ
λ2
2 , . . . φ

λn
n ) (8.38)

for each leg individually.

8.4.3 Soft and collinear limits

Soft limit

For the limit where one of the momenta kl of the positive helicity gluons in an MHV
amplitude becomes very small, kl → λkl, λ→ 0 we have

Mn(g+
1 , . . . g

−
i , . . . g

+
l , . . . g

−
j . . . )→ λ−2S

(0)+
l−1,l,l+1Mn(g+

1 , . . . g
−
i , . . . g

+
l−1, g

+
l+1, . . . g

−1
j . . . )

(8.39)
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with

S
(0)+
ijk =

〈ik〉
〈ij〉 〈jk〉

(8.40)

This relation is actually true for all tree amplitudes, not just MHV amplitudes as can
be shown either from a Feynman diagram argument or using the recursive constructions
discussed in subsequent chapters. For a soft negative-helicity gluon the MHV amplitudes
vanish. In general the relation is

Mn(g1, . . . . . . g
−
l , . . . )→ λ−2S

(0)−
l−1,l,l+1Mn(g+

1 , . . . g
−
i , . . . g

+
l−1, g

+
l+1, . . . g

−1
j . . . ) (8.41)

with

S
(0)−
ijk =

[ki]

[kj] [ji]
(8.42)

Collinear limit

Two particles i and j are said to become collinear (denoted as i ‖ j) if their momenta
become proportional, ki ∝ kj. The momenta of the two collinear particles can be parame-
terized as

kµi = zP µ + kµ⊥ −
k2
⊥

2 z (P · n)
nµ kµj = (1− z)P µ − kµ⊥ −

k2
⊥

2 (1− z) (P · n)
nµ (8.43)

with P 2 = n2 = 0, (n · P ) 6= 0 and k⊥ · n = k⊥ · P = 0. We have

(ki + kj)
2 = 2(ki · kj) = − k2

⊥
z(1− z)

(8.44)

In the collinear limit k2
⊥ → 0 one gets ki + kj → P with P 2 = 0.

In the helicity method, the collinear limit can be formulated as the limit

|ki±〉 →
√
z |P±〉 |kj±〉 →

√
(1− z) |P±〉 (8.45)

Note that

〈kikj〉 ∼ [kjki] ∼

√
− k2

⊥
z(1− z)

(8.46)

so the limit k⊥ → 0 can not be taken in the spinor products involving both collinear
momenta.

From the MHV amplitudes we observe

Mn(g+
1 , g

+
2 . . . , g

−
i , . . . , g

−
j , . . . g

+
n )

1‖2−−→ 1√
z(1− z) 〈12〉

Mn−1(g+
P . . . , g

−
i , . . . , g

−
j , . . . g

+
n )

(8.47)

Mn(g+
1 , . . . , g

−
i , . . . , g

−
j , . . . g

+
n )

(i−1)‖i−−−−→ =
(1− z)2√

z(1− z) 〈(i− 1)i〉
Mn−1(g+

1 . . . , g
−
P , . . . , g

−
j , . . . g

+
n )

(8.48)
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Mn(g+
1 , . . . , g

−
i , . . . , g

−
j , . . . g

+
n )

i‖(i+1)−−−−→ =
z2√

z(1− z) 〈i(i+ 1)〉
Mn−1(g+

1 . . . , g
−
P , . . . , g

−
j , . . . g

+
n )

(8.49)

Mn(g+
1 , . . . , g

−
i , g

−
i+1, . . . g

+
n )

i‖(i+1)−−−−→0 (8.50)

It can be shown that the collinear limit of general tree amplitudes is given by the
factorization

Mn(. . . , gλii , g
λi+1

i+1 . . . )
i‖(i+1)−−−−→

∑
λ

Split−λ(z, g
λi
i , g

λi+1

i+1 )Mn−1(. . . , gλP , . . . ) (8.51)

The following results for the splitting functions read off from the MHV amplitudes turn
out to be correct for all Born amplitudes

Split−(z, g+
i , g

+
i+1) =

1√
z(1− z) 〈i(i+ 1)〉

(8.52)

Split+(z, g+
i , g

+
i+1) = 0 (8.53)

Split+(z, g+
i , g

−
i+1) =

(1− z)2√
z(1− z) 〈i(i+ 1)〉

(8.54)

Split+(z, g−i , g
+
i+1) =

z2√
z(1− z) 〈i(i+ 1)〉

(8.55)

The splitting amplitudes for opposite helicities can be obtained by complex conjugation.
In contrast to the soft limit, the splitting functions depend on the spin of the collinear
particles. The corresponding splitting functions for amplitudes involving quarks can be
obtained analogously from the MHV amplitudes.

8.5 Berends-Giele recursion relations

The Parke-Taylor formula for the MHV amplitudes (8.30) was proven by Berends and
Giele [16] using a recursive construction. This involves matrix elements with one off-shell
leg where the polarization vector or spinor of the corresponding particle is stripped off.
The relation of these off-shell matrix elements to the scattering amplitudes is

Mn(g1, ..., gn−1, gn) = ε∗µ(kn, q)M
µ
n (g1, ..., gn−1, ĝkn)|k2

n=0 (8.56)

where the hat denotes the off-shell particle.
The one-particle off-shell matrix elements satisfy a recursion relation which can be

represented graphically as

n =
∑
j+k

=n+1
k

j
+
∑
j+k+l
=n+2

l

k

j
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The corresponding equation reads

Mµ
n (g1, ..., gn−1, ĝkn) =

n−1∑
j=2

V µνρ
3 (−k1,j,−kj,n, kn)

−i

k2
1,j

Mj,ν(g1, ..., gj−1, ĝ−k1,j
)

−i

k2
j,n

Mn−j+1,ρ(gj, ..., gn−1, ĝ−kj,n)

+
n−2∑
j=2

n−1∑
k=j

V µνρσ
4

−i

k2
1,j

Mj,ν(g1, ..., gj−1, ĝ−k1,j
)

−i

k2
j,k

Mk−j+1,ρ(gj, ..., gk−1.ĝ−kj,k)
−i

k2
j,n

Mn−k+1,ρ(gk, ..., gn−1, ĝ−kk,n) (8.57)

Here we have defined

ki,j =

j−1∑
l=i

kl (8.58)

and the vertex functions are those of the colour-ordered Feynman rules given in Sec-
tion 7.2.2. The recursion starts with the two-point amplitudes, which are given by the
gluon polarization vector multiplied by the inverse propagator:

M2(gi, ĝ−i) = ik2
i ε(ki, q)

µ. (8.59)

For the MHV amplitudes, the structure of the recursion relation simplifies since one
can show that the quartic vertex does not contribute. By induction it can be shown that
the off-shell matrix element with only positive-helicity gluons is given by

Mn

(
g+

1 , ..., g
+
n−1, ĝ

−
n

)
= 2n/2−2(−ik2

1,n)
〈q|γµ/k1,n|q〉

〈q1〉 〈12〉 . . . 〈(n− 2)(n− 1)〉 〈(n− 1)q〉
. (8.60)

For the corresponding off-shell matrix element with one negative-helicity gluon one can
also obtain a closed expression that can be used to proof the formula for the MHV ampli-
tude [17].
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Chapter 9

On-shell recursion relations

A few years ago, Britto,Cachazo and Feng (BCF) [12] discovered a method to construct on-
shell tree-amplitudes in a recursive fashion using only on-shell amplitudes with fewer legs as
input. Originally these relations were found from the cancellation of infrared singularities
in one-loop amplitudes in maximally supersymmetric Yang-Mills theory, but later proven
by Britto,Cachazo, Feng and Witten (BCFW) in [13] using only complex analysis and
factorization properties of scattering amplitudes. This allowed to extend the method also
to other theories including theories with massive particles and also gravity. The on-shell
recursion relations are by now discussed in textbooks [1] and are reviewed in several lecture
notes and reviews including [8, 10, 9, 11].

9.1 BCFW recursion relation

9.1.1 Statement of the on-shell recursion relations

In order to formulate the on-shell recursion relations, we consider a tree-level scattering
amplitude in QCD with n external particles and pick out two momenta of the external
particles, ki and kj. The recursion relation then expresses the n-particle on-shell tree-
amplitude in terms of of two on-shell sub-amplitudes with fewer external particles, with
the special momenta ki and kj deformed in a particular way to be explained below (denoted
by a prime):

iMn(1, 2, . . . , n) =
∑

P (i,j),σ

iM(r, . . . i′, . . . , s,−k′σr,s)
i

k2
r,s

iM(k
′−σ
r,s , s+1, . . . , j′, . . . , r−1) (9.1)

where

ki,j =

j∑
l=1

kl. (9.2)

The sum in (9.1) is over all partitions the external particles into two sets P (i, j) =
{(r, . . . , (s− 1)), (s, . . . r− 1)} so that momentum ki is in the first set and kj in the second
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one, and over the helicity σ of the intermediate particle.

=
∑
r,s

k′r,s
kr

k′i

ks

k′j

For colour-ordered amplitudes, also only ordered partitions contribute. In the sub-
amplitudes on the right hand side the two external momenta ki and kj are shifted by a
light-like vector η:

k′i = ki + zη , k′j = kj − zη (9.3)

that is orthogonal to both special momenta, (η · ki) = (η · kj) = 0. The vector η must
be complex since these conditions cannot be satisfied three real four-vectors, apart from
special kinematical points (for lightlike ki/j). In this way, also the shifted momenta are
on-shell, k

′2
i/j = k2

i/j = 0 Note that momentum conservation is still satisfied by the shifted

momenta, k′i + k′j = ki + kj. In each of the terms in the sum in (9.1) the constant z takes
a different value, determined such that the internal momenta k′r,s = kr,s + zη are on-shell:

(kr,s + zrs η)2 = 0 ⇒ zrs = −
k2
r,s

2kr,s · η
(9.4)

Then, as promised, all external momenta of the subamplitudes on the right-hand side
of (9.1) are on-shell, albeit with some of the momenta turned complex. The choice of the
special momenta ki/j has to satisfy to certain restrictions on the helicities of the particles
i and j, as will become clear in the proof presented below, but are otherwise arbitrary.
Choosing different momenta for the shifts therefore can result in different, equivalent rep-
resentations of an amplitude.

The on-shell recursion relation can be viewed as a way to construct a tree-level ampli-
tude entirely from it’s multi-particle poles. In general, at a multi-particle pole k2

r,s−M2 = 0,
a scattering amplitude in an arbitrary QFT factorizes into two subamplitudes [5, 1]

iM(k1, . . . kn)
k2
r,s→M2

−−−−−→
∑
λ

iM(kr, . . . ks,−kλr,s)
i

k2
r,s −M2

iM(k−λr,s , ks+1, . . . , kr−1) (9.5)

This expression is reminiscent of the terms in the on-shell recursion, however here the
momenta are not shifted into the complex plane. Nevertheless, the factorization (9.5) is
an important ingredient in the proof of the recursion relation given below.

9.1.2 Implementing the shift

Most applications of the on-shell recursion relations have been within the spinor helicity
formalism. In this notation, a general solution to the shift vector for lightlike ki and kj is
given by

ηµ =
1

2
[i|γµ |j〉 (9.6)
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Therefore the shift can be described entirely in terms of spinors:

|i′〉 = |i〉+ z |j〉 , |i′] = |i]
|j′〉 = |j〉 , |j′] = |j]− z|i]

(9.7)

since

k
′µ
i =

1

2
[i|γµ |i′〉 = kµi + zη

k
′µ
j =

1

2
[j′|γµ |j〉 = kµi − zη

(9.8)

If the shifted particles are gluons, their polarization vectors can simply be defined using
the shifted spinors (9.7):

ε+∗µ (k′i) =
〈q| γµ|i]√

2 〈qi′〉
, ε−∗µ (k′i) =

[q|γµ |i′〉√
2 [iq]

,

ε+∗µ (k′j) =
〈q| γµ|j′]√

2 〈qi〉
, ε−∗µ (k′j) =

[q|γµ |j〉√
2 [j′q]

.

(9.9)

For massless quarks, the shift of external spinors is given directly by (9.7).

9.1.3 Proof of the recursion relation

In the proof of the on-shell recursion relation given by Britto,Cachazo, Feng and Wit-
ten (BCFW) in [13] one defines a continuation M(z) of scattering amplitudes by perform-
ing the shift (9.7) for aribtrary complex values of z. The physical amplitude is then given
by the value M(0). The BCFW argument can be used to show that the on-shell recursion
relations hold for tree-amplitudes in any QFT, provided the amplitudes vanish for shifts
with large z:

lim
z→∞

Mn(z) = 0 (9.10)

As discussed below this condition is satisfied in gauge theories with matter with some
restriction on the helicity of the shifted legs. It turns out that the condition (9.10) is even
satisfied in gravity. The large z behaviour of gauge and gravity theories in any space-time
dimensions is investigated in [18].

The next step in the proof is to note that (due to the properties of Feynman rules)
the analytically continued tree-amplitudes M(z) are analytic functions of z that only have
simple poles in z. This is since the only poles of an amplitude1 can arise from propa-
gators. Since the shift vector is lightlike, the propagator of an internal massless line with
momentum K ′α = Kα + zη has a single pole at

K
′2
α = 0 ⇒ zα = − K2

α

2Kα · η
(9.11)

1Assuming the external states do not give rise to additional poles in z. The shifted gluon polarization
vectors (9.9) do have poles that, however, are gauge dependent and therefore drop out of the amplitude.
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If the relation (9.10) is satisfied, the function M(z)/z vanishes when integrated over a
circle with |z| → ∞. On the other hand, this integral is given by the sum of the residues
at the poles zα and the residue at z = 0, which gives the physical amplitude:

0 =
1

2πi

∮
dz
Mn(z)

z
= Mn(0) +

∑
poles zα

Reszα
Mn(z)

z
(9.12)

The last step to derive the recursion formula is now to compute the residue of the amplitude
at the poles zα. Using the factorization (9.5), the amplitude at the pole zrs factorizes
according to

lim
z→zrs

iMn(z) =
∑
λ

iM(kr, . . . k
′
i, . . . k

′λ
r,s)

i

k2
r,s + 2zkr,s · η

iM(−k′−λr,s , ks+1, . . . k
′
j, . . . )

= − zrs
z − zrs

∑
λ

iM(kr, . . . k
′
i, . . . k

′λ
r,s)

i

k2
r,s

iM(−k′−λr,s , ks+1, . . . k
′
j, . . . )

since
zrs

z − zrs
=

1

z/zrs − 1
= −

k2
r,s

2z (kr,s · η) + k2
r,s

(9.13)

Poles in z can only occur if particles i and j are on different sides of the propagator since
the shift vector drops out by momentum conservation if both shifted legs are on the same
side. By convention, particle i has been assigned to the “left” subamplitude.

Inserting the factorized amplitude into the complex integral gives the physical ampli-
tude M(0) expressed as a sum over the poles

Mn(0) = −
∑

poles zα

Reszα
Mn(z)

z
= −

∑
Poles

lim
z→zrs

z − zrs
z

Mn(z)

=
∑
Poles

∑
λ

M(kr, . . . k
′
i, . . . k

′λ
r,s)

i

k2
r,s

M(−k′−λr,s , ks+1, . . . k
′
j, . . . )

which is the on-shell recursion relation. It should be clear, that the recursion is valid in
all theories where scattering amplitudes vanish for z → ∞. Proving an on-shell recursion
for a given theory is therefore reduced to verifying (9.10). The same argument given here
also goes through for massive particles.

Behaviour of amplitudes for z →∞

We here give results on the large-z behaviour of scattering amplitudes in various theories.
The detailed investigation of this topic is beyond the scope of this introduction. For the
case of Yang-Mills theory we will discuss a simple scaling argument that was used in [13]
to proof the validity of the recursion relation for the case where particle i is a gluon
with positive helicity and particle j is a gluon with negative helicity. For other helicity
combinations more sophisticated arguments are required. A general analysis for Yang-Mills
and Gravity theories based on the background field method was then given in [18]
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φ4 theory The four-point function in φ4 theory is obviously is given by a single diagram
without any propagator and therefore goes to a constant for z → ∞. In higher-point
amplitudes there will always be diagrams where particles i and j meet at the same vertex
so that these diagrams have no z dependence and we have in general

Mφ4(z)→ const, (9.14)

so that on-shell recursion is not possible and φ4 theory is not constructable from two-line
shifts.

Yang-Mills theory We discuss a simple power-counting argument for Yang-Mills theory
and then quote results from the literature that allow to improve the bounds further.

• The sources for z-dependence of the amplitude are: momentum-dependent triple
gluon vertices, external polarization vectors (9.9) and z-dependent propagators.

• The contributions with the maximal positive power of z come from Feynman diagrams
where gluons i and j are connected by a string of cubic vertices, which each potentially
contribute a factor z while each propagator (in Feynman gauge) contributes a factor
z−1.

Diagrams with n gluon propagators separating legs i and j therefore scale like

M(z) ∼ n propagators︸ ︷︷ ︸
z−n

× (n+ 1) vertices︸ ︷︷ ︸
zn+1

×εi × εj ∼ z × εi × εj (9.15)

From the shifted polarization vectors (9.9) one finds the asymptotic behaviour under a
shift with z →∞:

ε+µ (k′i) ∼
1

z
, ε−µ (k′i) ∼ z,

ε+µ (k′j) ∼ z, ε−µ (k′j) ∼
1

z
.

(9.16)

For the various helicity combinations of the shifted gluons we therefore obtain the following
estimates:

(i+, j−) : M(z) ∼ 1

z
(9.17)

(i±, j±) : M(z) ∼ z (9.18)

(i−, j+) : M(z) ∼ z3 (9.19)

The power-counting argument shows that the (i+, j−) shift leads to a valid recursion rela-
tion. More detailed analyses allow to show that the power-counting overestimates the true
behaviour for the equal-helicity case and the amplitudes fall off as z−1 as well in this case.
The results can be summarized as

• allowed shifts: (i+, j−), (i+, j+), (i−, j−)

• forbidden shifts: (i−, j+).
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Quark amplitudes Adding quarks to pure Yang-Mills leads to some modifications:

• For massless quarks the external spinors are given by (9.7) so the behaviour at large
z is

v+(k′i) = |i] ∼ 1, v−(k′i) = |i′] ∼ z

v+(k′j) = |j′] ∼ z, v−(k′j) = |j] ∼ 1
(9.20)

• z-dependent quark propagators scale like z0

• the quark-gluon vertex scales like z0

This leads to the following modifications:

• Replacing a pair of external non-shifted lines along the flow of z through the diagram
in (9.15) by external quarks replaces (say) m gluon propagators by quark propagators
andm+1 triple gluon vertices by quark-gluon vertices, therefore improving the scaling
estimate by a factor of z−1.

• If one of the shifted legs is replaced by a quark, the behaviour of the polarization
spinors is worse that that for gluons by a factor z, however this is canceled by an
improvement z−1 from the vertex. Therefore also the shifts (g+

i , q
−
j ) and (q+

i , g
−
j ) are

allowed.

• If two quark lines are shifted, the shift (q+
i , q

−
j ) is allowed, unless both quarks belong

to the same fermion line since in this case the diagram scales like z0.

• A more detailed analysis allows to show that also the combinations (g+
i , g

+
j ), (g+

i , q
+
j )

and (q+
i , q

+
j ) are allowed [19].

9.2 Applications

9.2.1 Building blocks: three-point amplitudes

Since the on-shell recursion allows to construct four-point functions from products of three-
point functions, five-point functions from four- and three-point functions and so on, ulti-
mately all the amplitudes can be derived from the three point functions alone. For pure
Yang-Mills, the non-vanishing three-point amplitudes are given by

M3(g+
1 , g

+
2 , g

−
3 ) =

√
2i

[21]3

[32] [13]
, M3(g+

1 , g
−
2 , g

−
3 ) =

√
2i
〈23〉3

〈12〉 〈31〉
. (9.21)

For real momenta, the three point amplitudes vanish for external on-shell momenta since
e.g. 0 = k2

3 = (k1+k2)2 = 〈12〉 [21] and [21] ∼ 〈21〉∗ imply that all the spinor brakets vanish
and there are more brakets in the numerator than in the denominator. For the on-shell
recursion relation we need the three-point vertices evaluated with the shifted spinors (9.7)
in which case the amplitudes can be non-vanishing.
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The application of the on-shell recursion relations is simplified by the following obser-
vation:

• the three-point vertex M3(g+, g+, g−) vanishes if it involves the gluon j.

• the three-point vertex M3(g−, g−, g+) vanishes if it involves the gluon i.

This can seen by the following argument. We discuss the case of leg j explicitly, the result
for leg i can be seen analogously. Consider the anti-MHV type three-point functions with
particle j and two positive helicity gluons:

M3(g
′−
j , g

+
k , g

+
l ) ∼ [kl]3

[j′k] [lj′]
M3(g

′+
j , g

+
k , g

−
l ) ∼ [j′k]3

[kl] [lj′]
(9.22)

We assume the kinematics to be such that for undeformed momenta 2(kj ·kk) = 〈jk〉 [kj] 6=
0. For the deformed kinematics we have instead 0 = k2

l = 2(k′j · kk) = 〈jk〉 [kj′]. Since
〈jk〉 6= 0 by assumption this means that [kj′] = 0 so that the second vertex above vanishes.
With a similar argument one finds that [lj′] = 0. But this implies2 that

|j′] ∝ |k] ∝ |l] (9.23)

so that all the scalar products vanish. As a consequence, also the first vertex above is zero.
For the MHV-type three-point vertices with leg j we have

M3(g
′+
j , g

−
k , g

−
l ) ∼ 〈kl〉3

〈jk〉 〈lj〉
M3(g

′−
j , g

−
k , g

+
l ) ∼ 〈jk〉3

〈kl〉 〈lj〉
(9.24)

since |j′〉 = |j〉. These vertices are not modified by the shift and therefore are nonvanishing.

Derivation of three-gluon amplitude We give the explicit derivation of one of the three-point
functions. The usual three-gluon vertex function is

V3,µνλ(p1, p2,−(p1 + p2)) = i [gνλ(2p2 + p1)µ − gλµ(2p1 + p2)ν + gµν(p1 − p2)λ] (9.25)

The contraction with one negative-helicity polarization vector and two positive-helicity polarization vectors
with the same reference spinor is

V µνλ3 ε+∗µ (p1, q)ε
+∗
µ (p2, q)ε

−∗
µ (p3) =

i√
2 〈q1〉 〈q2〉 [3q]

[
〈q| γλ|2] 〈q| /p2|1]− 〈q| γλ|1] 〈q| /p1|2]

]
[q|γλ |3〉

=
i [21]√

2 〈q1〉 〈q2〉 [3q]

[
〈q| γλ|2] 〈q2〉+ 〈q| γλ|1] 〈q1〉

]
[q|γλ |3〉

=
√

2i
[21] 〈3q〉
〈q1〉 〈q2〉 [3q]

[
〈q2〉 [2q] + 〈q1〉 [1q]︸ ︷︷ ︸
=〈q|/k1,2|q]=−〈q3〉[3q]

]

= −
√

2i
[12] 〈3q〉2

〈q1〉 〈q2〉
=
√

2i
[21]

4

[32] [21] [13]

(9.26)

where momentum conservation has been used in the last step, e.g. 〈q3〉 [32] = −〈q1〉 [12].

2 It is a property of the vector space of the two-dimensional spinors that two spinors with [ij] = 0 are
proportional, as can be seen e.g. from the Schouten identity: |i] [jk] + |j] [ki] = 0.
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9.2.2 4-point amplitudes from recursion

As a first example for the application of on-shell recursion, consider the 4-gluon amplitude
M(g+

1 , g
+
2 , g

−
3 , g

−
4 ). We perform a shift (9.7) with i = 1 and j = 4 which leads to a valid

recursion according to the discussion in Section 9.1.3. Since we consider colour-ordered
amplitudes and legs one and four have to be in different sub-amplitudes, there is only one
topology contributing to the recursion:

iM4(g+
1 , g

+
2 , g

−
3 , g

−
4 ) = iM3(g

′+
1 , g+

2 , g
−
−k′1,2

)
i

k2
1,2

iM3(g+
k′1,2
, g−3 , g

′−
4 ) (9.27)

The sum over the internal helicities has collapsed since there is no three-point vertex with
only positive helicity gluons. The left three-point vertex is

iM3(g
′+
1 , g+

2 , g
−
−k′1,2

) =
√

2i
[21′]3

[−k′1,22] [1′(−k′1,2)]
= −
√

2i
[21]3

[k′1,22] [1k′1,2]
(9.28)

Here it was used that only the spinors |1〉 are shifted in (9.7) and we use spinor conventions
where |−(K)±〉 = i |K±〉. The right three-point vertex is

M3(g+
k′1,2
, g−3 , g

′−
4 ) =

√
2i

〈34〉3

〈k′1,23〉 〈4k′1,2〉
(9.29)

where it was used that only |4] is shifted. There is now a standard trick to be used to
simplify the spinor products involving k′1,2. This is based on the observation that the shift
drops out if

/k′1,2 = /k1,2 + zη = /k1,2 +
z

2
(|1] 〈4|+ |4〉 [1|) (9.30)

is sandwiched between |1] or |4〉. Therefore multiplying and dividing by appropriate spinor
products one can write

〈Ak′1,2〉 [k′1,2B] =
〈Ak′1,2〉 [k′1,21] 〈4k′1,2〉 [k′1,2B]

〈4k′1,2〉 [k′1,21]
=
〈A| /k1,2|1] 〈4| /k1,2|B]

〈4| /k1,2|1]
(9.31)

Applying this trick to the spinor products in the denominator and using identities such as
〈4| /k1,2|1] = 〈42〉 [21] gives the amplitude in the simple form

iM4(g+
1 , g

+
2 , g

−
3 , g

−
4 ) = (−i)(

√
2i)2 [21]3

〈4| /k1,2|2][1|/k1,2 |4〉
[1|/k1,2 |4〉2

2(k1 · k2)

〈34〉3

[1|/k1,2 |3〉 〈4| /k1,2|1]

= 2i
[21]3

〈41〉 [12]

1

[12] 〈21〉
〈34〉3

[12] 〈23〉

= 2i
〈34〉3

〈12〉 〈23〉 〈41〉

(9.32)

in agreement with the previous Feynman-diagram calculation.
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9.2.3 MHV amplitudes

The Parke-Taylor formula for the MHV amplitudes (8.30) can now be proven easily by
induction using the on-shell recursion relations [12]. Without loss of generality we can
always consider gluon n to have negative helicity. Similar to the four-point example we use
the shift (9.7) for (i, j) = (1, n). Several contributions to the recursion vanish since there
are no amplitudes with only one negative leg, apart from the three-point functions. The
two potentially non-vanishing contributions are therefore

Mn(g+
1 , . . . g

−
l , . . . , g

−
n ) =M3(g

′+
1 , g+

2 , g
−
−k′1,2

)
i

k2
1,2

Mn−1(g+
k′1,2
, . . . g−l , . . . , g

′−
n )

+Mn−1(g
′+
1 , . . . g−l , . . . , g

+
n−2, g

−
−k′1,n−2

)
i

k2
1,n−2

M3(g
′+
k1,n−2

, g+
n−1, g

′−
n )

(9.33)
Here we consider the case where l 6= 2 and l 6= n− 1. The three point-vertex in the second
line vanishes for the reasons discussed in Section 9.2.1. The only contribution is thus given
by

Mn(g+
1 , . . . g

−
l , . . . , g

−
n ) = M3(g

′+
1 , g+

2 , g
′−
−k1,2

)
i

k2
1,2

Mn−1(g
′+
k1,2
, . . . g−l , . . . g

′−
n )

= i2n/2−1 [21]3

[k′1,22] [1k′1,2]

1

〈12〉 [21]

〈ln〉4

〈k′1,23〉 〈34〉 . . . 〈(n− 1)n〉 〈nk′1,2〉

= i2n/2−1 [12]2

〈12〉 〈n| /k1|2][1|/k2 |3〉
〈ln〉4

〈34〉 . . . 〈(n− 1)n〉

= i2n/2−1 〈ln〉4

〈12〉 〈23〉 . . . 〈n1〉

so that the MHV formula is proven by induction.
For more examples and tricks on the application of the on-shell recursion relations see

e.g. the original paper [12] and the lecture notes [9].
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Part III

NLO calculations in QCD
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Chapter 10

NLO methods: the example
e+e−→ Hadrons

10.1 NLO contributions to e+e− → Hadrons

Recall the expression for the R-ratio as an expectation value of electromagnetic quark
currents:

R(q2) =
σ(e+e− → Hadrons)

σ0(e+e− → µ+µ−)

= −2π

q2

∫
d4xe−iq·x 〈0|jµq (x)jq,µ(0)|0〉

= −2π

q2

∫
d4xe−iq·x

∑
x

∫
dΦx 〈0|jµq (x)|x〉 〈x|jq,µ(0)|0〉

(10.1)

The sum is over a complete set of partonic final states

{|x〉} = {|qq̄〉 , |qq̄g〉 , |qq̄gg〉 , |qq̄qq̄〉 , . . . } (10.2)

The LO prediction results from taking the only qq̄ states into account, which amounts to
using the LO cross section

σ(e+e− → qq̄) = NcQ
2
q

4πα2

3s
, (10.3)

summed over quark flavours, in the numerator of the R-ratio.
The first contribution to the QCD corrections to the R-ratio is given by the O(αs)

corrections that arise from one-loop corrections e−e+ → qq̄,

+ + (10.4)
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and the tree contribution of the qq̄g term in the sum over partonic final states,

+ (10.5)

10.2 Regularization and renormalization

The one-loop corrections to e−e+ → qq̄ in (10.4) involve the one-loop subdiagrams

q

k2

k1

=(i)2(−ieQq)(igs)
2CF

∫
d4q

(2π)4

ū(k1)γν(/q − /k1)γµ(/k2 + /q)γνv(k2)

((k2 + q)2 + iε)(q2 + iε)((k1 − q)2 + iε)

(10.6)

=(i)2(−ieQq)(igs)
2CF

∫
d4q

(2π)4

ū(k1)γν(/q − /k1)γν/k1γ
µv(k2)

((k1 − q)2 + iε)(q2 + iε)(k2
1 + iε)

(10.7)

We will next discuss conceptual and technical issues arising in the computation of such
loop integrals before returning to the example of e−e+ → Hadrons.

UV divergences

Since the integration runs over all of momentum space, the loop integrals also receive
contributions from q →∞. Introducing a cutoff Λ, the integrals (10.6) and (10.7) behave
schematically as

∼
∫ Λ

d4q
q2

q6
∼ log Λ (10.8)

∼
∫ Λ

d4q
q

q4
∼ Λ (10.9)

Therefore these integrals diverge in the limit Λ→∞.
In order to make sense out of these integrals one introduces the steps of regularization

and renormalization.
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10.2.1 Regularization

The theory is regularized by modifying it introducing regulator so that all loop integrals
are defined and can be calculated. Examples for regulators are

• An explicit momentum cutoff, k < Λ

• Lattice regulator: space-time is discretized

• Pauli-Villars regularization: propagators are replaced by

i

p2 −m2
→ i

p2 −m2
− i

p2 −M2

with a large regulator mass M .

• Subtraction: introduce a unique prescription to subtract the divergent parts of the
integrand

• Dimensional regularization: change the dimension from 4 to d 6= 4 so that the inte-
grals converge.

The drawback of the cutoff and lattice prescriptions is that they break Lorentz invariance,
Pauli-Villars regularization has been used in QED but breaks gauge invariance in QCD.
Subtraction prescriptions have been used in renormalizability proofs but are tedious for
practical calculations.

Dimensional regularization

For most practical calculations in perturbation theory, dimensional regularization is
used. The loop integral measure is changed to∫

d4q

(2π)4
→ µ4−d

∫
ddq

(2π)d
(10.10)

where µ is an arbitrary constant with dimension of mass so that the dimension of integrals
is not changed.

In order to discuss the limit d→ 4 we write

d = 4− 2ε (10.11)

and consider loop integrals as analytic functions in ε. (Here it is hoped that no confusion
arises with the iε prescription of the Feynman propagators).
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10.2.2 Renormalization

The values of the parameters of a QFT (masses, coupling constants) have to be extracted
from a set of observables Oi. The parameters in the original Lagrangian of the theory will
from now on be called bare parameters and denoted as g0, m0 etc. In the regularized
theory, the relations expressing an observable O computed in terms of the bare parameters
depends on the regularization parameters, in case of dimensional regularization on the scale
µ and the dimension d:

O(g0, µ, d) (10.12)

The idea of renormalization is to introduce renormalized fields, masses and coupling con-
stants Φr, mr, gr so that the expressions of observables in terms of renormalized quantities
is independent of the regularization. QFTs where this is possible are called renormaliz-
able.

The bare quantities are related to the renormalized ones by introducing renormal-
ization constants Z:

Φ0 =
√
ZΦΦr

g0 = Zggr

m0 = Zmmr

(10.13)

The renormalization constants are functions of the renormalized parameters of the theory
and the regularization parameters:

Z = Z(gr,mr, µ, d) (10.14)

The Lagrangian of the theory in terms of the renormalized quantities is obtained by in-
serting the relations (10.13):

L(Φ0, g0,m0) = L(Z
1/2
Φ Φr, Zggr, Zmmr) (10.15)

For the evaluation in perturbation theory, the renormalization constants are written as

Z = 1 + δZ (10.16)

where δZ is of order gr. The Lagrangian becomes then

L(Φ0, g0,m0) = L(Φr, gr,mr) + δL(Φr, gr,mr, δZ
1/2
Φ , δZg, δZm) (10.17)

The first term is the original Lagrangian with all fields and parameters replaced by the
renormalized quantities. The second term δL is called the counterterm Lagrangian.
As example consider a fermion interacting with a vector boson with the Lagrangian

L(ψ0, A0, g0,m0) = ψ̄0 (i/∂ −m0)ψ0 + g0ψ̄0 /A0ψ0 (10.18)

where for simplicity we do not show the kinetic Lagrangian for the vector boson. Inserting
the renormalization transformation, the Lagrangian becomes

L(ψ0, A0, g0,m0) = L(ψr, Ar, gr,mr) + δZψψ̄ri/∂ψr − δmψ̄rψr + δgψ̄r /Arψr (10.19)
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with the mass counterterm

δm = mr(ZψZm − 1) = mr(δZψ + δZm + . . . ) (10.20)

and the coupling counterterm

δg = gr(ZψZgZ
1/2
A − 1) = gr(δZψ + δZg +

1

2
δZA + . . . ) ≡ grδZψψA (10.21)

The terms in the counterterm Lagrangian are treated perturbatively as additional interac-
tions with the Feynman rules

←−−p
: iδZψ/p− iδm = iδZψ(/p−mr)− imrδZm, (10.22)

: −igrδZψψAγ
µ , (10.23)

Mass dimensions in dimensional regularization

Note that in dimensional regularization the action is defined as

S =

∫
ddxL (10.24)

In the conventions where ~c = 1 the action is dimensionless, so the Lagrangian has mass
dimension d = 4− 2ε. This implies that the mass dimension of the quark and gluon fields
is

[ψ] =
d− 1

2
=

3

2
+ ε

[A] =
d− 2

2
= 1 + ε

(10.25)

Since the interaction term ∼ g0ψ̄0A0ψ0 has dimension d, the bare coupling constant is not
dimensionless in d dimensions:

[g0] = d−
(

(d− 1) +
d− 2

2

)
= −d− 4

2
= ε (10.26)

We absorb this mass dimension by defining the dimensionless, renormalized coupling g as

g = µ−εgr = µ−εZ−1
g g0 (10.27)

This definition is consistent with the fact that each loop integral appears with a factor g2
r

so that every loop diagram involves the combination

g2
r

∫
ddq

(2π)d
= g2µ2ε

∫
ddq

(2π)d
(10.28)

in agreement with our previous discussion in eq. (10.10).
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10.3 One-Loop integrals

Instead of attacking directly the computation of one-loop integrals such as (10.6) we will
consider so-called scalar one-loop integrals where the numerator structure is trivial.

Scalar two- and three-point integrals are defined as

B0(p2,m1,m2) =
(2πµ)4−d

iπ2

∫
ddq

1

(q2 −m2
1)((q + p)2 −m2

2)
, (10.29)

C0(k2
1, k

2
2, k

2
3,m1,m2,m3) =

(2πµ)4−d

iπ2

∫
ddq

1

(q2 −m2
1)((q + k1)2 −m2

2)((q + k1 + k2)2 −m2
3)
,

(10.30)

where all momenta are incoming and momentum conservation holds, i.e. p1 + p2 + p3 = 0
etc.

The prefactor in the scalar integrals has been extracted by convention, the relation to
the loop-integral measure is

(2πµ)4−d

iπ2
ddq = (−i)(4π)2µ4−d ddq

(2π)d
. (10.31)

10.3.1 Example calculation: scalar two-point function

We discuss some standard tricks in the computation of one-loop integrals for the example
of a two-point function with massless propagators.

Feynman parameters The first step is to combine the two propagators at the cost of
introducing another integral using the identity

1

a1a2

=

∫ 1

0

dx
1

(xa1 + (1− x)a2)2
. (10.32)

This results in the expression

i

(4π)2
B0(k2, 0, 0) = µ4−d

∫
ddq

(2π)d
1

(q2 + iε)((q + k)2 + iε)

= µ4−d
∫

ddq

(2π)d

∫ 1

0

dx
1

(q2 + (1− x)[k2 + 2(k · q)] + iε)2
.

(10.33)

The parameter x is called a Feynman parameter.

Shift of loop momentum In the next step, a variable transformation

q = `− (1− x)k (10.34)

is used to eliminate the q · k mixing term:

i

(4π)2
B0(k2, 0, 0) = µ4−d

∫
dd`

(2π)d

∫ 1

0

dx
1

(`2 + x(1− x)k2 + iε)2
. (10.35)
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Wick rotation To evaluate the ` integral, one deforms the integration in the complex
plane so that the `0 integral runs from −i∞ < `0 < i∞. This is possible under the
assumption k2 < 0 since the poles in `0,

`0 = ±
√
~̀2 − x(1− x)k2 − iε, (10.36)

lie in the right-lower and left-upper half-planes. Redefining `0 → i`0
E the Minkowski scalar

product becomes an euclidean product `2 ⇒ −(`0
E) − ~̀2. The resulting integral can then

be written in d-dimensional spherical coordinates:∫
dd`E =

∫
dΩd

∫
d`E`

d−1
E =

1

2

∫
dΩd

∫
d`2

E(`2
E)(d−2)/2 (10.37)

with the d-dimensional unit sphere ∫
dΩd =

2πd/2

Γ(d/2)
(10.38)

Integral over the loop momentum Performing the Wick rotation and introducing
spherical coordinates, the integral over the loop momentum is reduced to a one-dimensional
integral:

i

(4π)2
B0(k2, 0, 0) =iµ4−d

∫
dd`E
(2π)d

∫ 1

0

dx
1

(−`2
E + x(1− x)k2 + iε)2

= iµ4−d πd/2

(2π)dΓ(d/2)

∫
d`2

E

(`2
E)(d−2)/2

(`2
E − x(1− x)k2 − iε)2

=
i(µ2)2−d/2Γ(2− d/2)

(4π)d/2
(−k2 − iε)d/2−2

∫ 1

0

dx (x(1− x))d/2−2

(10.39)

Here the `E integral has been performed using the formula∫ ∞
0

d`2
E (`2

E)α(A+ `2
E)−2 = (A)αΓ(α + 1)Γ(1− α) (10.40)

with the Gamma function

Γ(z) =

∫ ∞
0

tz−1e−t dt (10.41)

For non-negative integers,

Γ(n+ 1) = n! (10.42)

A useful property of the Gamma function is

Γ(z + 1) = zΓ(z) (10.43)
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Feynman parameter integral The remaining integral over the Feynman parameter
can be performed using the integral representation of the Beta function∫ 1

0

dx xα−1(1− x)β−1 = B(α, β) =
Γ(α)Γ(β)

Γ(α + β)
(10.44)

Using this expression finally gives the result for the scalar two-loop function

B0(k2, 0, 0) = (4π)2−d/2
(
−k

2 + iε

µ2

)d/2−2
Γ(2− d/2)Γ(d/2− 1)2

Γ(d− 2)

= (4π)ε
(
−k

2 + iε

µ2

)−ε
Γ(ε)Γ(1− ε)2

Γ(2− 2ε)

(10.45)

The complex continuation from k2 < 0 to positive values is defined by the iε prescription.
In the last step, the number of the dimensions has been set to d = 4− 2ε.

Expansion in ε The Gamma function has poles for x = 0,−1,−2, . . . . The pole in
the two-point function for ε → 0 reflects the original UV singularity in the unregularized
integral. The d-dimensional result can be expanded around d = 4 using the series expansion
of the Gamma function

Γ(x) =
1

x
− γE +

1

2

(
γ2
E +

π2

6

)
x+O(x2) (10.46)

with the Euler-Mascheroni constant

γE = lim
n→∞

n∑
k=1

(
1

k
− lnn

)
= 0.57721 . . . , (10.47)

and the expansion
Ax = ex lnA = 1 + x lnA+ . . . . (10.48)

For the two-point function, one obtains the result

B0(k2, 0, 0) =

[
1

ε
−
(
− log

(
k2 + iε

µ2

)
− 2

)
− γE + log(4π)

]
+O(ε) (10.49)

Since the log(4π) − γE terms are usually absorbed in the renormalization condition, one
often extracts a prefactor, for instance

(4π)εΓ(1 + ε) = 1 + ε(log(4π)− γE) + . . . (10.50)

so that

B0(k2, 0, 0) =

[
(4π)εΓ(1 + ε)

ε
−
(

log

(
−k2 − iε

µ2

)
− 2

)]
+O(ε) (10.51)

For k2 > 0 the iε prescription implies that the logarithm is interpreted as

log

(
−k2 − iε

µ2

)
→ log

(
k2

µ2

)
− iπ (10.52)
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10.3.2 One-loop scalar functions

Useful formulae

The above steps can be performed for any scalar one-loop integral. Feynman parameters
can be introduced with the general formula:

1

am1
1 . . . amnn

=
Γ(m)

Γ(m1) . . .Γ(mn)

∫ 1

0

dx1x
m1−1
1 . . .

∫ 1

0

dxnx
mn−1
n

δ(1−
∑

i xi)

(x1a1 + · · ·+ xnan)m

(10.53)
with m =

∑
imi. After shifting the loop momentum, the loop integral can be performed

with the formula∫
dd`

(2π)d
(`2)α

(`2 −M2)β
= (−)α+β i

(4π)d/2
(M2)α−β+d/2 Γ(α + d/2)Γ(β − α− d/2)

Γ(d/2)Γ(β)
(10.54)

Note that this formula is valid for the loop momentum ` in Minkowski space.
Results for all the one-loop scalar integrals are available in the literature and imple-

mented in computer libraries. For one-loop integrals, after expansion around d = 4, the
result of the Feynman-parameter integration can be written in terms of logarithms and
dilogarithms, which are defined as

Li2(x) = −
∫ x

0

dz

z
ln(1− z) (10.55)

One and three-point functions

We give here two more results that arise in the calculation of e−e+ → hadrons. The
simplest loop function is the scalar one-point integral

A0(m) =
(2πµ)4−d

iπ2

∫
ddq

1

(q2 −m2)

= −(4π)εΓ(ε− 1)m2

(
m2 − iε

µ2

)−ε
= (4π)εΓ(ε+ 1)m2

[
1

ε
− ln

(
m2

µ2

)
+ 1 +O(ε)

] (10.56)

For m = 0 this integral is defined to be zero, which corresponds to taking the limit m→ 0
in the regularized integral before expanding in ε and assuming ε < 0.

As another example, the scalar one-loop integral with vanishing internal masses and
one off-shell leg is given by

C0(k2, 0, 0, 0, 0) = (4π)εΓ(1 + ε)µ2ε(−k2 − iε)−1−ε1

ε

Γ(−ε)Γ(1− ε)
Γ(1− 2ε)

= (4π)εΓ(1 + ε)µ2ε(−k2 − iε)−1−ε
(
− 1

ε2
+
π2

6

)
= (4π)εΓ(1 + ε)

1

k2

[
1

ε2
− 1

ε
log

(
−k

2

µ2

)
+

1

2
log2

(
−k

2

µ2

)
− π2

6

] (10.57)
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Note that the scalar one-loop integral behaves for large loop momentum as∫ Λ

d4q
1

q6
(10.58)

so it is UV finite. The 1
ε2

singularity in the result is instead related to a so-called infrared
singularity that will be discussed below.

10.3.3 Self-energy and vertex functions

Quark self energy

We discuss the steps involved in calculating loop diagrams for the example of the quark
self energy

Σ(k2) = = ig2
sCFµ

4−d
∫

ddq

(2π)d
γν(/q + /k)γν

((k + q)2 + iε)(q2 + iε)
(10.59)

The steps appearing here are the simplest example for methods used in general in one loop
calculations. We will only consider Feynman gauge, ξ = 1, which has been used already in
the above expression. The quantity gs is the dimensionless renormalized coupling defined
as in (10.27).

d-dimensional Dirac algebra In dimensional regularization, also the Dirac and Tensor
algebra is performed in d-dimensions. The trace of the metric tensor in d dimensions is

gµµ = d. (10.60)

This definition leads e.g. to the identities

γµγµ = gµµ = d, (10.61)

γνγµγν = (2− d)γµ, (10.62)

γνγµγργν = 4gµν + (d− 4)γµγρ (10.63)

γνγµγργσγν , = −2γσγργµ + (4− d)γµγργσ. (10.64)

The unit matrix in the space of Dirac spinors can be taken to satisfy

tr[1] = 4, (10.65)

so that the equations for traces of Dirac matrices remain valid.
Using the identity (10.62) the integral appearing in the self-energy (10.7) becomes

iµ4−d
∫

ddq

(2π)d
γν(/q + /k)γν

((k + q)2 + iε)(q2 + iε)
= (2− d)

1

(4π)2
γµ(kµB0(k2, 0, 0) +Bµ(k2, 0, 0))

(10.66)
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Here the vector integral

Bµ(p2,m1,m2) =
(2πµ)4−d

iπ2

∫
ddq

qµ

(q2 −m2
1)((q + p)2 −m2

2)
(10.67)

was introduced.

Tensor reduction Instead of computing vector integrals (and analogous tensor inte-
grals with insertions of several loop momenta in the numerator) directly, a useful strategy
is to express them as linear combination of scalar integrals. This can be done for all one-
loop integrals and is known as tensor reduction or Passarino-Veltman reduction. For
the two-point vector integral we note that Lorentz invariance implies that it can be written
in the form

Bµ(p2,m1,m2) = pµB1(p2,m1,m2) (10.68)

with the vector coefficient B1. This expression can be solved for the vector coefficient:

B1(p2,m1,m2) =
1

p2
pµB

µ(p2,m1,m2) =
(2πµ)4−d

iπ2

∫
ddq

p · q
(q2 −m2

1)((q + p)2 −m2
2)
(10.69)

The basic idea of tensor reduction is to use the identity

(p · q) =
1

2

[
((q + p)2 −m2

2)− (q2 −m2
1)− (p2 +m2

1 −m2
2)
]

(10.70)

to eliminate the scalar product in the numerator and to cancel one of the propagators.
This allows to express the vector integral in terms of scalar one and two-point integrals

B1(p2,m1,m2) =
1

2p2
pµ
[
−(p2 +m2

1 −m2
2)B0(p2,m1,m2) + A0(m1)− A0(m2)

]
(10.71)

For the massless case, we obtain the result needed for the quark self energy:

Bµ(k2, 0, 0) = −1

2
kµB0(k2, 0, 0) (10.72)

Result for the self energy Inserting the result of the vector integral, the self energy
becomes

Σ(k2) =
g2
s

(4π)2
CF2(1− ε)1

2
/k B0(k2, 0, 0)

=
αs
4π
CF /k

[
1

ε
−
(

log

(
−k2

µ2

)
− 1

)
− γE + log(4π)

] (10.73)

with

αs =
g2
s

4π
(10.74)

Note that as for the scalar one-point function, by definition we have Σ(0) = 0 in dimensional
regularization.
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Vertex function

The vertex function appearing in the corrections to e−e+ → qq̄ is given by

iΓµ = q

k2

k1

=(−ie)Qq ig2
sCF

∫
d4q

(2π)4

ū(k1)γν(/q − /k1)γν/k1γ
µv(k2)

((k1 − q)2 + iε)(q2 + iε)(k2
1 + iε)

(10.75)

After a somewhat tedious calculation using the Dirac equation for the spinors, the
vertex corrections can be written in terms of the scalar two and three-point functions

Γµ = (−ieQq)(ū(k1)γµv(k2))
αs
4π
CF [(d− 7)B0(k2, 0, 0)− 2k2C0(k2, 0, 0, 0, 0, 0)]

= (−ieQq)(ū(k1)γµv(k2))
αs
4π
CF (4π)εΓ(1 + ε)

(
−k

2 + iε

µ2

)−ε [
2

ε2
+

3

ε
+ 8 +

π2

3

]
.

(10.76)

10.3.4 Renormalization constants of QCD

We here give the results for renormalization constants of QCD. We discuss the case of the
quark field renormalization in some detail and introduce the modified minimal subtraction
renormalization condition. The results for the remaining renormalization constants are
quoted from the literature (e.g. [1, 7, 22]). We only consider Feynman gauge, ξ = 1.

Quark field renormalization

The renormalized quark self energy is given by the sum of the loop diagram and the
counterterm to the propagator

Σψ,r(k
2) = + = Σψ(k2) + δZψ/k (10.77)

The renormalization constant Zψ is chosen such that the renormalized self energy is
finite in the limit ε → 0. This requirement fixes the singular part, but a possible finite
part of δZψ is not fixed. This requires to introduce some renormalization condition.
Some possible renormalization conditions are

• Minimal subtraction (MS): only subtract the singular piece:

δZ
(MS)
ψ = −αs

4π
CF

1

ε
(10.78)
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• Modified minimal subtraction (MS): subtract also the universal log(4π)− γE terms:

δZ
(MS)
ψ = −αs

4π
CF

(
1

ε
+ log(4π)− γE

)
︸ ︷︷ ︸

≡∆ε

(10.79)

• Momentum subtraction (MOM): impose the condition Σr(−µ2
0) = 0 with some arbi-

trary momentum scale µ0:

δZ
(MOM)
ψ (µ0) = −αs

4π
CF

[
1

ε
−
(

log

(
µ2

0

µ2

)
− 1

)
− γE + log(4π)

]
(10.80)

• On-shell renormalization: for massive fermions the renormalized self energy has the
structure

Σr(k
2) = /kΣV (k2) +mrΣS(k2) + δZψ(/k −mr)−mrδZm (10.81)

In this scheme the mass renormalization constant is determined from the condition

Σr(k
2)u(k)|k2=m2

r
= 0 (10.82)

i.e.
δZm = ΣV (m2

r) + ΣS(m2
r) (10.83)

The field renormalization constant can be determined from the condition that the
propagator has residue one which implies

1

/k −mr

Σr(k
2)u(k)|k2=m2

r
= 0 (10.84)

The on-shell scheme is often used in QED and the electroweak sector of the Standard
Model. In QCD it may be used for the top quark, but it is not useful for the light
quarks, which cannot be observed freely.

The usual choice in QCD is the (MS) scheme. In this scheme the renormalized quark self
energy is

Σr(k
2) = −αs

4π
CF /k

(
log

(
−k2

µ2

)
− 1

)
(10.85)

Gluon field renormalization

For the gluon field renormalization, a fermionic one-loop diagram, two gluon diagrams, a
ghost diagram and a counterterm diagram need to be calculated:

ΣA,r(k
2) = + + + + (10.86)
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We here just quote the result of the counterterm in the (MS) scheme

δZ
(MS)
A = −αs

4π

(
4

3
TFNf −

5

3
CA

)
∆ε (10.87)

where Nf is the number of quark flavours.

Coupling constant renormalization

The renormalization constant for the strong coupling constant, δZgs , can be obtained from
the NLO corrections to the quark-gluon vertex

Λqqg,r = + +δZqq̄g (10.88)

with

δZqq̄g = δZψ + δZgs +
1

2
δZA (10.89)

As mentioned above, the vertex integrals contain both ultraviolet singularities from large
loop momenta, but also so-called infrared singularities. These arise for massless particles in
the loop whose momentum can become very small (so-called soft singularities) or collinear
to a massless external particle. Extracting the UV divergence of the one-loop vertex
function (e.g. by introducing quark masses to regularize collinear singularities and setting
external momenta to zero) one finds in the MS scheme

δZMS
qq̄g = −αs

4π
(CA + CF )∆ε (10.90)

Using the results for the field renormalization constants δZψ and δZA allows to obtain the
coupling constant renormalization:

δZMS
gs =

αs
4π

(
2

3
TFNf −

11

6
CA

)
∆ε (10.91)

There are several diagrams contributing to the three-gluon vertex:

+ + + · · ·+ + δZg3

(10.92)
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Our previous results allow to calculate the counterterm for this vertex in terms of the
coupling-constant renormalization and the gluon field renormalization:

δZg3 = δZgs +
3

2
δZA = −

(
4

3
TFNf −

2

3
CA

)
∆ε (10.93)

It is a non-trivial result of gauge invariance and the renormalizability of QCD that the
counterterm determined from the previously calculated renormalization constants cancels
the UV divergences of the one-loop diagrams contributing to the vertex. The same holds
true for the four-gluon vertex.

10.4 NLO corrections to e+e− → Hadrons

We can now return to the calculation of the NLO corrections to e+e− → Hadrons which
consist of the the virtual corrections to e+e− → qq̄ (10.4) and the real-correction process
e+e− → qq̄g (10.5). Both pieces contain infrared singularities that cancel when both
contributions are added up.

10.4.1 Virtual corrections

The vertex corrections have been calculated in (10.76) and can be written as

∆VM =M0δV (10.94)

with the virtual correction factor

δV = −αs
4π
CF (4π)εΓ(1 + ε)

(
−Q

2 + iε

µ2

)−ε [
2

ε2
+

3

ε
+ 8− π2

3

]
(10.95)

where M0 is the LO matrix element and Q = p1 + p2.
There are no corrections from the self-energy diagrams and the quark-field renormaliza-

tion. This can be seen most easily by working with bare quark fields (where no quark-field
renormalization is performed) and using that the self-energies for external on-shell parti-
cles vanish. Alternatively, one performs the field renormalization which results in a vertex
counterterm δZqqγ = δZψ. Using the LSZ formalism (see e.g. [1]), the external legs are
amputated and replaced by the square root of the residue of the propagator. For massless
quarks the unrenormalized self-energy vanishes, so the square root of the residue of the
renormalized propagator is given by 1− 1

2
δZψ. This precisely cancels the vertex countert-

erm.
The virtual corrections to the cross section are then given by

∆Rσ(e−e+ → hadrons) = σ
(ε)
0 2ReδV (10.96)

Since the real corrections below are calculated in d dimensions to regularize infrared diver-
gences, here for consistency the leading order cross section in d dimensions, σ

(ε)
0 appears,

but the explicit expression is not needed.
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The real part of the virtual corrections can be taken using the relation

1

ε2

(
−Q

2 + iε

µ2

)−ε
=

1

ε2
− 1

ε

(
log

Q2

µ2
+ iπ

)
+

(
log

Q2

µ2
+ iπ

)2

(10.97)

Therefore

Re
1

ε2

(
−Q

2 + iε

µ2

)−ε
=

1

ε

2
(
Q2

µ2

)−ε
− π2

2
(10.98)

We therefore get the result for the virtual correction factor

2ReδV = −αs
2π
CFΓ(1 + ε)

(
Q2

µ2

)−ε [
2

ε2
+

3

ε
+ 4− 4π2

3

]
(10.99)

10.4.2 Real corrections and IR singularities

We have computed the helicity amplitudes for e−e+ → qq̄ and e−e+ → qq̄g for some helicity
combinations in Section 6.3. The four point amplitude is

iM(e−,Lp1
e+,R
p2
→ qRk1

q̄Lk2
) = 2ie2 〈p2k2〉2

〈p1p2〉 〈k2k1〉

= 2ie2 [p1k1]2

[p1p2] [k1k2]
(10.100)

The real-emission amplitudes for the two different gluon polarizations are

iM(e−,Lp1
e+,R
p2
→ qRk1

q̄Lk2
g+
k3

) = ie2QqgsT
a,i1
i2

√
2

2 〈p2k2〉2

〈p1p2〉 〈k2k3〉 〈k3k1〉
(10.101)

iM(e−,Lp1
e+,R
p2
→ qRk1

q̄Lk2
g−k3

) = ie2QqgsT
a,i1
i2

√
2

2 [p1k1]2

[p1p2] [k2k3] [k3k1]
(10.102)

The amplitudes for different fermion polarizations are obtained by exchanging the spinors
in the numerator.

The colour-summed square of the real-emission helicity amplitudes, summed/averaged
over helicities, gives

1

4

∑
colors, hel.

|M(e−p1
e+
p2
→ qk1 q̄k2gk3)|2

=
(4NcQ

2
qe

4)

(p1 + p2)2
(2g2

sCF )
(k2 · p2)2 + (k1 · p1)2 + (k2 · p1)2 + (k1 · p2)2

(k2 · k3)(k1 · k3)

(10.103)

The real-emission cross section can be written in terms of the energy fractions

xi =
2ki ·Q
Q2

(10.104)
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with Q = p1 + p2 = k1 + k2 + k3 = k1,3. The energy fractions satisfy

x1 + x2 + x3 = 2. (10.105)

Using identities such as

(1− x1) =
Q2 − 2k1 ·Q

Q2
=
k2

1,3 − 2k1 · (k2 + k3)

Q2
=

2k2 · k3

Q2
(10.106)

one finds that the matrix element squared is proportional to

|M|2 ∼ 1

(1− x1)(1− x2)
(10.107)

One sees that the matrix element becomes singular in the limits

collinear :(k1 · k3)→ 0, x2 → 1

(k2 · k3)→ 0, x1 → 1

soft :k3 → 0, x3 → 0

(10.108)

For consistency with the treatment of the virtual corrections, dimensional regularization
is also used for the real corrections, i.e. the phase-space volume is modified to

dΦf =

(
n∏
l=1

dd−1kl
(2π)d−1(2k0

l )

)
(2π)dµn(4−d)δ(p1 + p2 −

∑
kf ) (10.109)

Performing also the computation of the matrix element in d-dimensions one can show that
the d-dimensional phase-space integral over the phase-space of the gluons gives the real
corrections to the cross section as [7]

∆Rσ(e−e+ → hadrons) = σ
(ε)
0 δR (10.110)

with the real-correction factor

δR =
αs
2π
CF

(
4πµ2

Q2

)ε
1

Γ(1− ε)

∫ 1

0

dx1

∫ 1

1−x1

dx2
1

((1− x1)(1− x2)(1− x3))ε
x2

1 + x2
2 − εx2

3

(1− x1)(1− x2)

=
αs
2π
CF

(
4πµ2

Q2

)ε
Γ(1 + ε)

[
2

ε2
+

3

ε
+

19

2
− 4π2

3

]
(10.111)

10.4.3 NLO corrections to the R-ratio

At leading order the R-ration is given by

RLO =
σ0(e+e− → Hadrons)

σ(e+e− → µ+µ−)
=
∑
q

NcQ
2
q (10.112)
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where the sum is over all quarks with mq < ECM/2.
Adding the real and virtual NLO corrections all 1/ε poles drop out. After expanding

the NLO corrections in ε the limit d→ 4 can be taken in the LO cross section. The result
is

∆NLO(e+e− → Hadrons) = σ
(ε)
0 (δR + 2ReδV ) = σ0

3αsCF
4π

= σ0
αs
π

(10.113)

A comparison of the measured R-ratio to the QCD prediction therefore allows to measure
the value of the strong coupling constant. There is, however, one more complication that
appears only if higher orders in QCD are considered and will be discussed in the next
section.

10.5 Renormalization group

In the NLO calculation of the R-ratio the logarithms of the form log
(
Q2

µ2

)
dropped out

completely in the sum of real and virtual corrections. This is an artifact which appears
because we calculated the QCD corrections to a QED observable, where the renormalization
of the QCD coupling did not play a role. In general, since the R-ratio is a dimensionless
observable one expects a series expansion in αs of the form

R = R0

(
1 + αsr1(t) + α2

sr2(t) + . . .
)

(10.114)

with the variable t = Q2

µ2 . Since the scale µ is arbitrary, the observable R must not depend
on it:

µ2 dR

dµ2
= 0. (10.115)

The functional dependence of functions rn is constrained by this so-called renormalization-
group equation, which we will briefly discuss here following [6].

10.5.1 Running coupling

To evaluate the condition (10.115), one must take into account that the relation of the
renormalized dimensionless coupling αs to the bare coupling αs,0 involves the scale µ,
according to (10.27):

αs = µ−2εαs,r = µ−2εZ−2
g αs,0, (10.116)

Since αs,0 is the bare, unrenormalized, coupling defined without reference to µ, we have

dαs,0
dµ

= 0 (10.117)

This implies that the dimensionless coupling satisfies the differential equation

µ2 dαs
dµ2

= −εαs − 2
µ2

Zg

dZg
dµ2

αs ≡ β, (10.118)
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which is called the renormalization-group equation for αs. This equation defines the
so-called beta function β(αs).

In the MS -scheme the renormalization constant Zg depends on the scale µ only through
αs so that

µ2

Zg

dZg
dµ2

=
1

Zg

∂Zg
∂αs

µ2 dαs
dµ2

=
1

Zg

∂Zg
∂αs

β. (10.119)

At NLO in QCD, the coupling constant renormalization constant in the MS -scheme is
given by (10.91)

Zg = 1 +
αs
4π

(
2

3
TFNf −

11

6
CA

)
∆ε (10.120)

so that
∂Zg
∂αs

=
1

(4π)

(
2

3
TFNf −

11

6
CA

)
∆ε (10.121)

The β-function can be computed perturbatively in gs:

β = −εαs − 2αs
1

Zg

∂Zg
∂αs

β = −εαs −
2αs
(4π)

(
2

3
TFNf −

11

6
CA

)
∆ε β︸︷︷︸
−εαs+...

+ . . .

= −α
2
s

4π

(
11

3
CA −

4

3
TFNf

)
+ . . .

(10.122)

One sees that the β function is finite for ε → 0 and independent of µ in the MS-scheme.
Defining the perturbative expansion of the beta function as

β(αs) = −αs
∞∑
n=0

(αs
4π

)n
βn (10.123)

we see that

β0 =
11

3
CA −

4

3
TFnf . (10.124)

The coefficients βn have been calculated up to n = 3 [14].
The leading-order equation for the running coupling αs(µ) can be solved in terms

of the value at a reference scale αs(µ0) by a separation of variables:

dαs
dµ2

= −α2
s

β0

4π
(10.125)

⇒ 1

αs(µ)
− 1

αs(µ0)
=
β0

4π
log

(
µ2

µ2
0

)
(10.126)

or

αs(µ) =
αs(µ0)

1 + αs(µ0)
4π

β0 log
(
µ2

µ2
0

) (10.127)
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For the case of QCD we have CA = Nc = 3, TF = 1
2

so that

β0 = 11− 2

3
nf > 0 (10.128)

which is positive since the number of quark flavours is less than 16. The solution (10.127)
implies that given a finite value of αs(µ0) at some reference scale µ0, the running coupling
diverges at some scale Λ < µ0 where

Λ = exp

(
2π

β0αs(µ0)

)
(10.129)

The LO-solution to the running coupling is therefore also often written as

αs(µ) =
1

β0

4π
log
(
µ2

Λ2

) (10.130)

The fact that the running coupling becomes smaller for larger scales µ in QCD is the famous
property called asymptotic freedom whose discovery led to the Nobel Prize for Gross,
Politzer and Wilzcek. However, at this point in our discussion the physical interpretation
of the dependence of the coupling on the supposedly arbitrary scale µ is still quite obscure.

10.5.2 Resummation-group for the R-ratio

The independence of the R-ratio on µ (10.115) implies

0 = µ2 dR

dµ2
=

(
µ2 ∂R

∂µ2
+ β

∂R

∂αs

)
(10.131)

since R depends on µ both explicitly through the ratio t = Q2

µ2 and through αs. Inserting

the series (10.114) and taking into account that β = O(α2
s) this equation implies the

differential equations for the functions ri(t):

µ2 ∂r1

∂µ2
= 0 ⇒ r1 = const. ≡ a1

µ2 ∂r2

∂µ2
+
β0

4π
r1 = 0 ⇒ r2 = − β0

4π
a1 log t+ a2

. . .

(10.132)

with an integration constant a2. Therefore the renormalization group analysis explains our
previous result that r1 = 1

π
is a constant and allows to predict that the expansion up to

NNLO has the form

R(s) = R0

{
1 +

αs(µ)

π
+ α2

s(µ)

[
− β0

4π2
log

(
s

µ2

)
+ a2

]
+ . . .

}
(10.133)
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The coefficient of the logarithmic term at NNLO is therefore predicted by the NLO calcu-
lation, while the determination of the constant a2 requires an actual NNLO calculation.

For the choice µ2 = s the NNLO prediction simplifies to

R(s) = R0

{
1 +

αs(
√
s)

π
+ α2

s(
√
s)a2 + . . .

}
(10.134)

Using this relation, one can determine αs(
√
s) from the measurement of the R-ratio. Note,

however, that the definition of αs depends on the renormalization scheme in higher or-
ders. The current world average for

√
s = MZ (including also measurements from other

processes) is [14]
αs(MZ) = 0.1185± 0.0006. (10.135)

The fact that αs(MZ) < 1 justifies a posteori the perturbative calculation of the R-ratio.

10.5.3 Resummation-group improvement

We can now turn to the physical interpretation of the running coupling constant. The
result (10.133) allows in principle to predict R(s) at arbitrary energies, given αs(MZ) as
input. However, for energies very different from MZ , the logarithm can become very large
so that

αs(MZ)

4π
β0 log

(
s

M2
Z

)
� 1 (10.136)

Therefore the expansion in αs(MZ) is not a reliable perturbative expansion for s � MZ

or s � MZ since corrections from subsequent orders not yet computed can be just as
large as the computed ones. However, setting µ2 = s and using the formula for the
running coupling (10.127) (and its higher-order generalization) one sees that in this way the
dangerous logarithms (10.136) are summed up to arbitrary order in the coupling αs(MZ).
Therefore a more reliable prediction for the R-ratio at an arbitrary energy is given by the
expression in terms of the running coupling at the appropriate scale (10.134)1. In this
way the knowledge of the dependence of the running coupling on the artificial scale µ can
be used to improve the prediction for physical processes, and it is useful to introduce the
notion of an energy-dependent running coupling constant.

Because of the positive sign of β0 the running coupling αS(
√
s) becomes larger for

increasing energy and grows for smaller energies. This is confirmed by experimental mea-
surements over several orders of magnitude of the energy scale, see Figure (10.1). At some
small scale the running coupling grows large so the perturbative expansion breaks down
for small energies. This behaviour at small scales is qualitatively in agreement with the
confinement of quarks and gluons in hadrons at small energies.

1Other choices of the scale have been proposed to further improve the behaviour of the perturbative
expansion, see e.g section 3.4.6 of [7].
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Figure 10.1: Measurements of the strong couplings at different scales, taken from [14].



Appendix A

BRST symmetry and Slavnov-Taylor
identities

A.1 Gauge fixing and ghost Lagrangian

Recall that the quantization of non-abelian gauge theories requires the introduction of
a gauge fixing term and Fadeev-Popov ghost fields. For a covariant gauge fixing, the
gauge fixing Lagrangian and the Fadeev-Popov Lagrangian are given by (4.73) and (4.74),
resepctively:

Lgf = − 1

2ξ
(∂µA

a,µ)2, (A.1)

LFP = (∂µc̄a)D
(ad)
ab,µc

b = (∂µc̄a)(∂µδab + gsf
abcAc,µ)cb (A.2)

The ghost fields are anticommuting scalars. This implies that

(c̄acb)† = cb†c̄a† = −c̄a†cb† (A.3)

The Lagrangian is hermitian for the assignment

ca† = ca c̄a† = −c̄a (A.4)

It is not consistent with a hermitian interaction term with the gauge boson to take the
antighost as the conjugate of the ghost. The antighost could be made hermitian by a
redefinition c̄→ ic̄ but we will keep the form of the Lagrangian given above.

The gauge-fixing Lagrangian can be rewritten in terms of the so-called Nakanishi-
Lautrup auxiliary fields Ba as

Lgf = Bafa +
ξ

2
(Ba)2 (A.5)

as can be seen using the equation of motion for the auxiliary fields

0 =
∂L
∂Ba

= ξBa + fa (A.6)
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A.2 BRST transformations

A.2.1 Definition of the BRST transformation

The gauge-fixed QCD Lagrangian including the Fadeev-Popov Lagrangian is invariant
under a global transformation parametrized by a Grassmann-valued parameter θ. This
transformation was discovered by Becchi, Rouet, Stora, and Tyutin (BRST). We write the
transformations of a general field Ψ as

∆θΨ = θδBΨ (A.7)

The transformations of the physical fields are obtained from the infinitesimal gauge trans-
formations by replacing the parameters ωa by the product of the ghost fields and the
Grassmann number θ:

δBA
a
µ = ∂µc

a + gsf
abccbAcµ (A.8)

δBQ(x) = −igsc
a(x)T aQ(x) (A.9)

The transformations of the ghost fields and the auxiliary fields are taken as

δBc
a =

1

2
gsf

abccbcc (A.10)

δBc̄
a = Ba (A.11)

δBB
a = 0 (A.12)

A.2.2 BRST charge

We introduce the generator of BRST transformations QB, the so-called BRST charge:

∆θΨ = θδBΨ ≡ [iθQB,Ψ]. (A.13)

The BRST charge can be constructed explicitly using the Noether theorem [21]. The BRST
transformations of bosonic fields are generated by commutators with the BRST charge, the
transformations of fermionic fields by anticommutators:

[QB,Φ]± = −iδBΦ (A.14)

With the above definition of the conjugations of the ghost and anti-ghost fields, the BRST
charge is hermitian:

[QB, A
a]† = i(∂µc

a + gsf
abccbAcµ) = [Aa, QB] (A.15)

{QB, Q}† = −gsQ†T aca = gsc
aQ†T a = {Q†, QB} (A.16)

{QB, c̄
a}† = iBa = {c̄a†, QB} (A.17)

{QB, c
a}† =

i

2
gsf

abccccb = − i

2
gsf

abccbcc = {ca†, QB} (A.18)
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The BRST transformation of products of fields is defined as

∆θ(Ψ1 . . .Ψn) = [iθQB,Ψ1 . . .Ψn]

= θ(δBΨ1) . . .Ψn + . . . θ(−1)siΨ1 . . . (δBΨi) . . .Ψn

≡ θδB(Ψ1 . . .Ψn)

(A.19)

where si counts the number of fermionic fields before Ψi. The last line defines the action
of δB on products of fields.

Note that we have

δ2
B(Ψ1Ψ2) = δB [(δBΨ1)Ψ2 + (−1)s1Ψ1(δBΨ2)]

= (δ2
BΨ1)Ψ2 − (−1)s1(δBΨ1)(δBΨ2) + (−1)s1(δBΨ1(δBΨ2) + Ψ1(δ2

BΨ2)

= (δ2
BΨ1)Ψ2 + Ψ1(δ2

BΨ2)

(A.20)

A.2.3 Properties

The BRST transformation has the following properties:

1. it leaves the Lagrangian invariant

2. it is nilpotent, i.e. for any field one has

δ2
BΦ = 0 (A.21)

Because of (A.20) this implies automatically that δ2
BF = 0 for any functional F of

the fields.

3. The sum of the gauge-fixing and ghost Lagrangians can be written as

Lgf + LFP = δBF (A.22)

with

F = c̄a(fa +
ξ

2
Ba) (A.23)

For the choice of the gauge fixing function fa = ∂µA
a,µ this is easily seen:

δBF = Ba(∂µA
a,µ +

ξ

2
Ba)− c̄a∂µ(∂µca + gsf

abccbAc,µ) (A.24)

For a general gauge fixing functional one uses

δBf
a[A] =

∫
d4y

δfa[A′µ(x)]

δωb(y)
θcb =Mabθcb (A.25)

so that

δBF = Ba(fa +
ξ

2
Ba)− c̄aMabcb (A.26)

The BRST invariance of the Lagrangian follows from the two other properties and the fact
that the classical QCD Lagrangian is invariant by construction.
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Proof of nilpotency

It remains to be shown that the BRST transformation is nilpotent.
The nilpotency is obvious for the antighost and the auxiliary field (in fact, this is the

motivation for introducing the auxiliary field, since the nilpotency holds only after use of
the equations of motion if the formulation without auxiliary fields is used).

For the quark field we have

δ2
BQ = −igs ((δBc

a)T aQ− caT aδBQ)

= −ig2
s

(1

2
cbccfabcT aQ+ i cbccT bT c︸ ︷︷ ︸

1
2
cbcc[T b,T c]

Q
)

= 0

(A.27)

For the gluon field, the repeated application of the BRS transformation gives

δ2
BA

a
µ = ∂µδBc

a + gsf
abc(δBc

b)Acµ − gsfabccbδBA
c
µ

=
gs
2

[
fabc∂µ(cbcc) + gsf

abcf bdecdceAcµ − 2fabccb
(
∂µc

c + gsf
cdecdAeµ

)] (A.28)

This vanishes as can be seen separately for the derivative terms and the terms with the
gauge fields, using the anticommuting nature of the ghosts

fabc
(
∂µ(cbcc)− 2cb∂µc

c
)

= fabc
(
∂µ(cbcc)− cb(∂µcc)− (∂µc

b)cc
)

= 0 (A.29)

fabcf bdecdceAcµ − 2fabcf cdecbcdAeµ = Acµ
(
fabcf bdecdce + 2fabef edccdcb

)
= Acµc

dce
(
fabcf bde + 2faebf bdc

)
= Acµc

dce
(
fabcf bde + faebf bdc − fadbf bec

)
= 0 (A.30)

In the last line the Jacobi identity

f bcdfade + fabdf cde + f cadf bde = 0. (A.31)

was used. Since the term ∼ cA in the transformation law of the gauge field is the same
as for a matter field in the adjoint representation, the cancellations in this case work in
the same way as for the quark term, up to replacing the generators in the fundamental by
those in the adjoint representation.

The last step is the proof of nilpotency for the transformation of the ghost fields:

δ2
Bc

a =
1

2
gsf

abc
[
(δBc

b)cc − cb(δBc
c)
]

=
1

4
g2
sf

abc
[
f bdecdcecc − f cdecbcdce

]
=

1

2
g2
sf

abcf bdecccdce = 0

(A.32)

Since the product of three ghost fields does not change sign under cyclic permutations, this
expression vanishes as a result of the Jacobi identity.
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A.3 BRST symmetry and states in a gauge theory

The vector space of states of a gauge theory contains four modes of the gauge field and
the ghosts and antighosts, whereas the classification of states using the representations of
the Poincaré group shows that only two transverse polarizations of the vector fields should
appear. The BRST symmetry allows to define “physical” states consistently and allows to
show that the unphysical states decouple.

A.3.1 Physical states

The nilpotency of the BRST transformation implies also

Q2
B = 0 (A.33)

This can be seen by computing the double commutator, for instance for a bosonic field,

0 = δ2
BΦ = {iQB, [iQB,Φ]} = −(Q2

BΦ−QBΦQB +QBΦQB + ΦQ2
B) = −[Q2

B,Φ] (A.34)

This implies Q2
B = 0. Note that the BRST transformation changes the ghost number by

one, so that Q2
B must have ghost number two. This excludes the possibility that Q2

B ∝ 1.
Because of the nilpotency of Q, states that are obtained by applying QB to another

arbitrary state (so called ‘BRS exact states’) have vanishing norm:

|ψ〉 = QB |η〉 : 〈ψ|ψ〉 = 0 ∀ |η〉 (A.35)

States that are annihilated by the BRS charge are called ‘BRS closed’. They are orthogonal
to the exact states:

〈ψ|φ〉 = 〈η|QB|φ〉 = 0 ∀ |ψ〉 = QB |η〉 , QB |φ〉 = 0 (A.36)

Therefore we can decompose the Hilbert space into orthogonal subspaces. Because of the
nilpotency of QB, a closed state stays closed if one adds an arbitrary exact state.

One can show (see e.g. [21]) that provided the BRS closed states have positive norm,
it is consistent to define the physical states of the theory as closed states modulo exact
states:

QB |ψphys〉 = 0

|ψphys〉 ∼ |ψphys〉+QB |η〉
(A.37)

In mathematical terms, this is the cohomology of the operator Q.

A.3.2 Asymptotic fields

Consider the asymptotic in/out states that satisfy the free equations of motion.
They admit the same mode decomposition as the free fields, i.e. for the gauge field

(suppressing colour indices)

Aµ(x) =
∑

λ=±,,L,S

∫
d3p

(2π)32p0

(
aλ(~p)ε

µ
λ(p)e−ipx + a†λ(~p)ε

µ,∗
λ (p)eipx

)
(A.38)
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and the ghost fields

c(x) =

∫
d3p

(2π)32p0

(
c(~p)e−ipx + c†(~p)eipx

)
|p0=|~p| (A.39)

c̄(x) =

∫
d3p

(2π)32p0

(
c̄(~p)e−ipx − c̄†(~p)eipx

)
|p0=|~p| (A.40)

The sum over the polarization vectors is over the two transverse polarizations with po-
larization vectors ε± and two additional “longitudinal” and “scalar” polarizations given
by

εµL(~p) =

(
|~p|
~p

)
= pµ εµS(~p) =

1

2|~p|2

(
|~p|
−~p

)
(A.41)

The polarization vectors are normalized as

(ελ(p) · ε∗λ′(p)) = −δλλ′ , λ, λ′ = ± (A.42)

(εS(p) · εL(p)) = 1 (A.43)

(εS/L(p) · εS/L(p)) = 0 (A.44)

The BRST transformations of asymptotic fields in Feynman gauge (ξ = 1) are obtained
by the limit gs → 0:

[iQB, A
a,µ(x)] = ∂µc

a(x) (A.45)

{iQB, c
a(x)} = 0 (A.46)

{iQB, c̄
a(x)} = Ba(x) = −∂µAa,µ(x) (A.47)

[iQB, B
a(x)] = 0 (A.48)

Inserting the mode decomposition and comparing coefficients, one finds the transformations
of the creation operators

[QB, a
†
±(~p)] = [QB, a

†
S(~p)] = 0 (A.49)

[QB, a
†
L(~p)] = ca(~p) (A.50)

{QB, c
†(~p)} = 0 (A.51)

{QB, c̄
†(~p)} = −a†S(~p) (A.52)

[QB, a
†
S(x)] = 0 (A.53)

Since the vacuum satisfies QB |0〉 = 0 the states obtained by acting with the creation
operator on the vacuum are classified as follows:

• BRST exact (zero-norm) states:

|c〉 = QB |g, L〉 (A.54)

|g, S〉 = −QB |c〉 (A.55)

(A.56)
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• BRST closed but not exact states:

|g,±〉 (A.57)

• physical states: equivalence classes of closed modulo exact states:

|g,±〉 ∼ |g,±〉+ α |g, S〉 (A.58)

The physical Hilbert space Hphys is usually defined as the equivalence class of the
BRST-closed modulo exact states with ghost number zero. One can show [21] that
because of the scalar products (A.43) and (A.44) the annihilation and creation oper-
ators of the unphysical modes satisfy the commutation relation

[aS(~k), a†L(~p)] = δ3(~k − ~p) (A.59)

This implies that the S-matrix element for the state |g, S〉 is obtained by Feynman
diagrams calculated with the polarization vector εL:

〈. . . Aµa†S|0〉 → 〈. . . |0〉 ε
µ
L (A.60)

Therefore the equivalence of the states (A.58) implies the equivalence of the polar-
ization vectors

εµ± ∼ εµ± + αεµL = εµ± + αpµ, (A.61)

i.e. the usual invariance under gauge transformations.

A.4 Consequences of BRST invariance

The BRST invariance is essential for the proofs of unitarity, gauge independence and
renormalizability of gauge theories. To illustrate this, we briefly sketch how it can be used
to show the gauge independence of S-matrix elements and to derive the Slavnov-Taylor
identities.

A.4.1 Gauge independence

We have seen above that the gauge fixed Lagrangian has the form

L = L0 + δBF (A.62)

with

F = c̄a(fa +
ξ

2
Ba) (A.63)

Consider a variation of the gauge-fixing functional

fa[A]→ fa[A] + ∆fa[A], (A.64)
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which implies the variation of the gauge fixing Lagrangian

δL = δB(c̄aδfa) = {iQB, c̄
a∆fa[A]}. (A.65)

One can show that the change of a matrix element under the variation of the gauge fixing
term is given by

〈φphys|ψphys〉f+∆f − 〈φphys|ψphys〉f =

∫
d4x 〈φphys|iδL(x)|ψphys〉f

= i

∫
d4x 〈φphys|{iQB, c̄

a(x)∆fa[A(x)]}|ψphys〉

= 0,

(A.66)

which vanishes because of the definition of the physical states. For a more careful discussion
including the LSZ reduction and renormalization see [21, 22].

A.4.2 Slavnov Taylor identities

We can derive the general Slavnov Taylor Identities of the theory by sandwiching the
commutator (or anticommutator) of an arbitrary products of fields with the BRS-charge
between physical fields:

0 = 〈φphys|T[[iQB,Ψ1Ψ2 . . .Ψn]±]|ψphys〉

=
∑
i

(−)s(i) 〈φphys|T[Ψ1 . . . δBΨi . . .Ψn]|ψphys〉 (A.67)

As example consider identity obtained from the matrix element

〈0|c̄a(x)Aµ,b(y)|Q, Q̄〉phys (A.68)

The STI implies

0 = 〈0|(δBc̄
a(x))Aµ,b(y)|Q, Q̄〉 − 〈0|c̄a(x)δBA

µ,b(y)|Q, Q̄〉 (A.69)

i.e.
〈0| Ba(x)︸ ︷︷ ︸

=−∂µAa

Aµ,b(y)|Q, Q̄〉 = 〈0|c̄a(x)(∂µc
b + gsf

abccbAcµ)(y)|Q, Q̄〉 (A.70)

At tree-level the bilinear term in the transformation of the gluon field does not contribute
and one has the relation

∂x,µ 〈0|Aaµ(x)Aµ,b(y)|Q, Q̄〉 = ∂y,µ 〈0|c̄a(x)cb(y)|QQ̄〉 (A.71)

Performing the LSZ reduction on the photon and ghost fields one obtains the identity (4.130)

M̃µνk
µ
1 = −k2,νMck1

c̄k2
(A.72)

found previously by an explicit calculation. Note that the ghost propagator connects anti-
ghost and ghost fields so the LSZ reduction of an antighost field gives a ghost amplitude.
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[22] M. Böhm, A. Denner and H. Joos, “Gauge theories of the strong and electroweak
interaction,” Teubner (2001).

http://pdg.lbl.gov/2014/hadronic-xsectio6ns/hadron.html
http://pdg.lbl.gov/2014/hadronic-xsectio6ns/hadron.html

	Introduction
	Hadrons and quarks
	QFT and QED
	QCD: theory of quarks and gluons
	QCD and LHC physics
	Multi-parton scattering amplitudes
	NLO calculations
	Remarks on the lecture



	I Parton Model and QCD
	Quarks and colour
	Hadrons and quarks
	Hadrons and the strong interactions
	Quark Model


	Parton Model
	Deep inelastic scattering
	Parton distribution functions


	Colour degree of freedom
	Postulate of colour quantum number
	Colour-SU(3)
	Confinement
	Evidence of colour: e+e- hadrons


	Towards QCD

	Basics of QFT and QED
	Quantum numbers of relativistic particles
	Poincaré group
	Relativistic one-particle states

	Quantum fields
	Scalar fields
	Spinor fields
	Dirac spinors
	Massless spin one-half particles
	Spinor products
	Quantization

	Massless vector bosons
	Polarization vectors and gauge invariance


	QED
	Feynman rules
	S-matrix and Cross section
	S-matrix
	Poincaré invariance of the S-matrix
	T-matrix and scattering amplitude
	Unitarity of the S-matrix
	Cross section

	Perturbation theory and Feynman rules
	Feynman rules

	 Feynman rules in QED
	Feynman rules for interactions with momenta

	Calculation of cross sections
	Example: e-e+-+
	Remarks on the calculation of scattering amplitudes
	Crossing: e- e- 
	External photons and gauge invariance
	Remarks on calculations for many-particle final states



	Introduction to QCD
	SU(3)
	Generators and Lie Algebra
	Lie Groups and generators
	Gell-Mann matrices
	Lie Algebras

	Representations
	Fundamental representations
	Combining representations
	Representations of Lie algebras
	Conjugate representation
	Adjoint representation
	Generators of product representations


	QCD as non-abelian gauge theory
	Non-abelian gauge invariance
	Covariant derivative
	Field-strength tensor
	Decomposition of gluon fields
	Infinitesimal transformations

	QCD Lagrangian
	Gauge fixing

	Feynman rules
	Evaluation of colour factors
	Casimir operators
	Colour Fierz identity


	Examples
	Quark-antiquark potential
	qgg: Gauge invariance and ghosts
	Ward identity
	Relation to ghost diagrams



	Applications of the Parton model
	e-e+ Hadrons
	Electromagnetic quark current
	Total cross section

	DIS
	DIS cross section in the naive parton model
	Field-theoretic treatment
	Derivation of the cross section


	The Drell-Yan process
	Dijet cross sections
	Four-quark processes



	II Multi-leg Born amplitudes
	Spinor-helicity methods
	Two-component spinors
	Weyl Spinors
	Lorentz Transformations

	Index notation
	Raising and lowering indices
	Spinor products
	Explicit expressions
	Conjugate spinors
	Dirac spinors
	Schouten Identity
	Braket notation


	Momenta and spinors
	Pauli matrices
	Raising and lowering indices
	Dirac algebra
	Fierz identities

	Four-momenta
	Factorization of momenta into spinors
	Constructing momenta from spinors
	Scaling

	Gluon polarization vectors
	Rules for calculations with Weyl spinors
	Properties of spinor products
	Momentum conservation
	External states


	Examples
	e-e+q
	e-e+q g


	Colour decomposition
	Examples
	 qgg
	gggg

	Colour ordered Feynman rules
	Colour ordered vertices
	Three gluon vertex
	Four gluon vertex

	Colour ordered multi-gluon amplitudes


	Born amplitudes
	General considerations
	Simplifying notation
	Relations among partial amplitudes

	Choice of reference spinors
	Three-gluon vertex
	Quark-gluon vertex


	2-quark 2-gluon amplitude
	4 gluon amplitude
	Properties of Multi-leg amplitudes
	Maximally-helicity violating amplitudes
	Little-group scaling
	Soft and collinear limits
	Soft limit
	Collinear limit


	Berends-Giele recursion relations

	On-shell recursion relations
	BCFW recursion relation
	Statement of the on-shell recursion relations
	Implementing the shift
	Proof of the recursion relation
	Behaviour of amplitudes for z


	Applications
	Building blocks: three-point amplitudes
	4-point amplitudes from recursion
	 MHV amplitudes



	III NLO calculations in QCD
	NLO methods: the example e+e-Hadrons
	NLO contributions to e+e-Hadrons
	Regularization and renormalization
	UV divergences
	Regularization
	Dimensional regularization

	Renormalization
	Mass dimensions in dimensional regularization


	One-Loop integrals 
	Example calculation: scalar two-point function
	One-loop scalar functions
	Useful formulae
	One and three-point functions

	Self-energy and vertex functions
	Quark self energy
	Vertex function

	Renormalization constants of QCD
	Quark field renormalization
	Gluon field renormalization
	Coupling constant renormalization


	NLO corrections to e+e-Hadrons
	Virtual corrections
	Real corrections and IR singularities
	NLO corrections to the R-ratio

	Renormalization group
	Running coupling
	Resummation-group for the R-ratio
	Resummation-group improvement


	BRST symmetry and Slavnov-Taylor identities
	Gauge fixing and ghost Lagrangian
	BRST transformations
	Definition of the BRST transformation
	BRST charge
	Properties
	Proof of nilpotency


	BRST symmetry and states in a gauge theory
	Physical states
	Asymptotic fields

	Consequences of BRST invariance
	Gauge independence
	Slavnov Taylor identities




